RADAR IMAGE PROCESSING APPLICATION
BASED ON SPACE CLOUD COMPUTING
IN BASKETBALL GAME GUIDANCE CAMERA

Jun Song
School of Physical Education, Qilu Normal University, Ji'nan, China
15805310520@163.com

Submitted: 15 Oct 2024 Accepted: 27 Mar 2025 Published: 19 May 2025 License: CC BY-NC 4.0 @®®

Abstract Capturing and presenting exciting moments is crucial for the audience’s experience in bas-
ketball game broadcast cameras. However, traditional radar image processing techniques are limited by
various factors and cannot meet the demands of modern audiences for high quality, multi angle, and
real-time performance. In response to these challenges, an innovative radar image processing system
based on space cloud computing has been proposed. Compared with traditional radar image processing
systems, the system proposed by the research institute had the best performance, with accuracy, recall,
and F1 value reaching 97.08%, 96.88%, and 97.11%, respectively, and a transmission time of only 2.2 sec-
onds; and the stability was greater than 90%, which was about 10% to 25% higher than other systems.
In summary, the system proposed by the research institute has brought revolutionary improvements
to basketball game guidance and filming through its efficient processing capabilities, accurate image
recognition, fast data processing and transmission, and excellent stability. This not only greatly en-
riches the audience’s viewing experience, but also opens up new directions for the development of sports
event broadcasting technology. With the further maturity of technology and the continuous expansion
of applications, it is expected that this system will play a more important role in future sports event
broadcasting, promoting the development of the entire industry towards higher quality and efficiency.
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1. Introduction and state-of-the-art

Basketball games are one of the most popular sports events in the world, and their
broadcast quality has a direct impact on the viewing experience of the audience [31].
To ensure high-quality broadcasting, the director’s camera often relies on monitoring
equipment such as radar to assist in locating and tracking the dynamics of athletes
and basketballs when completing the shooting and switching of live footage [17]. This
technical support enables the director’s camera to perform precise shooting, ensuring
real-time capture and smooth transmission of images, thereby enhancing the audience’s
viewing experience [4,27]. Synthetic Aperture Radar (SAR) is an advanced radar system
known for its high resolution, capable of precise remote detection of ground and ocean
targets, and real-time imaging [33]. These capabilities have enabled SAR to be widely
applied in various fields, such as military reconnaissance, geological surveys, environ-
mental monitoring, etc. Sleem et al. combined the historical time series of SAR with
the latest geotechnical data to monitor the causes of ground instability in the Ismailia
region. They processed 25 ENVISAT ASAR scenarios and 77 differential interferograms.
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The ground instability in Ismailia District was mainly controlled by three basic param-
eters: groundwater depth, clay layer depth, and expansion potential [30]. To analyze
the vegetation status in agricultural monitoring, Kumar derived a new vegetation index
from dual polarized SAR data using scattering information from polarization degree and
eigenvalue spectrum. The vegetation index of rapeseed had the highest correlation with
biophysical variables, with determination coefficients of 0.79, 0.82, and 0.75 for plant area
index, vegetation moisture content, and dry biomass, respectively [18]. Hati et al. used
SAR data to estimate the aboveground biomass of highly complex mangrove communi-
ties on the Indian island of Lothian. The aboveground biomass of Lothian Island ranged
from 1.15 tons/hectare to 79.83 tons/hectare, with an average of 20.23 tons/hectare [13].
Kikon et al. used differential SAR interferometry to estimate the frequency of surface
deformation in Kohima District, Nagaland State, India in 2018 and 2019, in response to
the shortcomings of existing surface deformation detection technologies. The subsidence
rate in Koshima County was relatively high in 2018, with higher subsidence rates in the
southern and western regions compared to the northern and eastern regions [16].
Although SAR technology is essential in multiple fields with its rapid data processing
capabilities, wide monitoring range, and excellent resolution, the large amount of data
and high-density data streams it collects pose a huge challenge for real-time data pro-
cessing [8]. The introduction of cloud computing technology provides a new solution to
this problem. Oh et al. proposed a privacy protection data collection method based on
mobile cloud computing technology to ensure the secure storage of user information and
prevent data from being easily tampered with. The proposed method improved the de-
lay efficiency by 170% [26]. Li conducted research on the Chinese translation of literary
works using artificial intelligence and machine learning capabilities on cloud computing
platforms to decipher cultural translation. This method revealed the subtle relation-
ship between the Chinese translation of literary works and the content before and after
translation by focusing on the semantic relationships between words [20]. Madankan
used queue theory to model cloud computing to measure the service quality of computer
services. The arrival rate and service rate of the processing server were the two main pa-
rameters that affected the performance of the model. By modeling the queue network of
the cloud platform, it was easy to determine and measure the service quality of computer
services [23]. Ding et al. designed a space-based embedded cloud computing platform to
address the limitations of existing cloud computing technologies in fully utilizing storage
and computing resources, and to meet the application requirements of space-based in-
telligent computing and ground-based cloud computing systems. This platform not only
performed well in processing large-scale data, but also had significant advantages in en-
suring real-time and reliability of computing tasks [9]. Alsharari et al. proposed a cloud
computing method based on cloud enterprise resource planning to explore the impact of
contingency factors on the public sector in the United Arab Emirates. The calculation
results showed that institutional pressure in highly institutionalized environments could
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generate organizational responses, but these responses depended on various aspects of

organizational culture and are influenced by it [2].

In order to visually compare the

differences between various image processing techniques, the study summarizes them.
An overview of the research related to image processing techniques is shown in Table 1.

In summary, the current radar image processing technology generally still faces the
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problems of insufficient data processing capacity and limited storage capacity, which can
not ensure the real-time capture and smooth transmission of the picture in the basketball
game guide camera. In addition, it also has the problems of insufficient resolution and
high delay in basketball game broadcasting. Insufficient resolution will lead to blurred
images, which cannot clearly show the movement of the athletes and the trajectory of
the ball; high latency will affect the real-time performance, and the audience may see
images that are inconsistent with the actual event. At the same time, radar signals are
susceptible to environmental interference, leading to inaccurate target tracking, and the
computational burden of data fusion and processing also increases the complexity of the
system. Based on this situation, this study innovatively proposes a system architecture
based on space cloud computing technology, and utilizes the flow of state diagrams to
implement complex SAR imaging processing flow. Finally, this study proposes a radar
image processing system based on space cloud computing architecture and variable scale
imaging algorithm. The purpose of this study is to meet the precise shooting needs
of basketball games by the director’s camera and improve the real-time performance of
SAR imaging processing.

This study is divided into three parts. The next part (Section 2) introduces how
space cloud computing, SAR imaging algorithms, and the overall system framework are
improved, as well as how the radar image processing system is established. The following
part (Section 3) describes the performance testing of the new system, and the last part
(Section 4) is a conclusion of the article.

2. Methods and materials

In response to the problems existing in the current basketball game broadcast camera, the
study first introduces the principle of SAR system radar imaging, and proposes a multi
star index based variable scale imaging algorithm by introducing SAR imaging algorithm.
In addition, the combination of space cloud computing and multi satellite collaborative
work has been utilized, and a SAR overall framework based on space cloud computing
has been constructed. Finally, a new radar image processing system based on space
cloud computing architecture is established, which is based on the overall framework of
SAR using space cloud computing and the variable scale imaging algorithm using multi
star indexing.

2.1. Selection and improvement of SAR imaging algorithms

In the field of radar imaging, researchers and technology developers have always pursued
high resolution as one of their core goals. High resolution capability can make the
observation and recognition of target details clearer, which is particularly important in
basketball game guidance cameras [11,12]. Because clear images not only enhance the
visual experience of the audience, but also provide more accurate information on the
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Fig. 1. Radar imaging principles for SAR system.

athlete’s position and movement trajectory [44]. SAR systems can significantly improve
imaging resolution without increasing the physical antenna size by simulating larger
antenna apertures [14]. The radar imaging principle of SAR system is shown in Figure 1.
In this Figure, SAR imaging is based on a basic principle: a moving carrier moves along
a straight line in a specific direction at a constant speed, continuously emitting pulse
signals at a fixed frequency to the target area. At the same time, the receiving device
carried by the carrier continuously captures and fully records the echo signals reflected
by the target [6]. The SAR imaging algorithm is the core of efficient data processing in
SAR systems [3]. In this process, SAR imaging algorithms not only ensure the accuracy
and efficiency of data processing, but also play a crucial role in improving the resolution
and reliability of images [24]. The widely used SAR imaging algorithm currently is
the range Doppler algorithm, however, this algorithm only focuses on the impact of
distance curvature on imaging and ignores the influence of distance curvature differences
in the scene [21,35]. In response to this situation, this study improved the SAR imaging
algorithm and proposed a multi-scale imaging algorithm based on multi star indexing.
The data transmission process of this algorithm in the spaceborne radar SAR imaging
processing is shown in Figure 2. In this Figure, the algorithm proposed in this study
adopts the strategy of distributing data processing tasks from the main satellite to
the auxiliary satellite in the imaging processing of spaceborne radar SAR. In the data
transmission stage, the main satellite evenly divides the data to be processed into four
parts, and then sends the corresponding data segments to the corresponding auxiliary
satellites according to their respective serial numbers. The auxiliary satellites involved
in this process include satellites numbered 1, 2, 3, and 4, all of which undertake the
comprehensive processing of the algorithm in both distance and azimuth directions. In
addition, the main satellite is responsible for transmitting the independent variable values
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Fig. 2. Data transfer flow during SAR imaging processing.

of all reference functions to these auxiliary satellites separately to ensure consistency and
accuracy in data processing.

2.2. Overall framework structure design of SAR based on space cloud com-
puting

Space cloud computing is an emerging technology concept that deploys computing re-
sources in space to achieve real-time processing and analysis of Earth observation data,
providing near real-time data processing capabilities. This is particularly important for
application scenarios that require rapid response, such as real-time guidance and filming
of basketball games [5,7]. The service types of space cloud computing mainly include edge
computing as a Service (ECaaS), Infrastructure as a Service (IaaS), Network as a Service
(NaaS), Platform as a Service (PaaS) and Software as a Service (SaaS) [1]. These service
types can be selected and combined according to the specific needs and application sce-
narios of users to achieve the best cloud computing solution [43]. However, spaceborne
radar SAR imaging technology has extremely high standards for data processing capabil-
ities, which often exceed the capabilities of a single spaceborne processing platform. So
it is necessary to achieve excellent data processing capabilities through the collaborative
work of multiple satellites [15,42]. Therefore, this study built a multi satellite space cloud
computing processing platform based on satellite collaborative work. The structure of
the multi satellite space cloud computing processing platform is shown in Figure 3. In
this Figure, the multi satellite space cloud computing processing platform proposed by
the research institute consists of multiple small satellites, such as the main satellite, small
satellite 1, small satellite 2, small satellite 3, and small satellite 4 in Figure 3. These
satellites work together to form a network that covers a wider detection area. Satellites
transmit data through laser communication technology, which ensures high bandwidth
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Fig. 3. Architecture of a multi-satellite space cloud computing processing platform.

and low latency. Therefore, satellites can transmit detected data in real-time, ensuring
the timeliness of data processing and jointly completing the real-time imaging processing
task of the entire spaceborne SAR. Linear Frequency Modulated (LFM) algorithm is a
widely used signal processing technique in radar systems. By analyzing the frequency
changes of the echo signal, the distance and relative velocity of the target can be de-
termined. It is very suitable for high-resolution imaging processing of spaceborne SAR
for long-distance migration [10,34]. Therefore, based on the multi satellite space cloud
computing processing platform, this study introduces the LFM algorithm and utilizes
the flow of state diagrams to implement a complex SAR imaging processing flow. The
mapping relationship between processes is shown in Figure 4. In this Figure, the pro-
cessing flow of LFM is implemented through 11 state diagrams. The main satellite and
the small satellite cycle three times in three stages, namely the main satellite waiting
for reply stage, the small satellite processing subtask stage, and the waiting for the next
stage instruction stage. In the first stage, the main satellite is responsible for distribut-
ing raw data and task instructions, while the small satellites perform operations such
as FFT, linear frequency modulation, and matrix transposition. In the second stage,
the main satellite updates tasks according to instructions. In the third stage, the small
satellite completes the IFFT and returns the results, while the main satellite collects and
confirms the completion of the task, and carries out subsequent operations according to
the instructions of the ground control center. Therefore, to meet the task and func-
tional design of master-slave satellites, this study combines a multi satellite space cloud
computing processing platform, LFM algorithm, and state diagram flow to construct a
SAR overall framework structure based on space cloud computing. The expression for
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calculating the linear frequency modulation signal s(%,¢,,) is shown in equation (1):

~

s(t,t,,) = rect (;) = exp [j27r (fct + ;w)] , (1)

P

where ¢, £ and t,, represent full time, distance fast time, and azimuth slow time, respec-
tively; rect(-) represents rectangular window function; f. and 7 represent modulation
frequency and signal carrier frequency, respectively; 7, represents pulse width. Phase
is a fundamental part of a signal and instantaneous phase is used to describe how the
frequency of a signal changes over time. The instantaneous phase of the LFM algorithm
up converted waveform 1 (t) calculation expression is shown in equation (2):

Y1) = 2m(ft + 3112), 2)

where f, represents the center frequency of the carrier signal, indicates the fundamental
frequency of the signal without FM. The expression for calculating the instantaneous
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frequency f(t) is shown in equation (3):

1 d
t)= ——(t) = fo +t. 3
F(#) = 50 = fo b7 3)
The expression for distance resolution N is shown in equation (4):
R, — R,
N=—— 4
iy (4)

where R,,, R,, and AR represent the maximum distance, minimum distance, and the
distance difference between two targets, respectively. The expression for the azimuth
target distance Rg(t,,) is shown in equation (5):

Ry (tm) = VR2 + (Vim — X,)?, ()

where V represents the speed of the carrier platform motion; ¢,, represents slow time
sampling; R, and X,,, respectively, represent the vertical distance of the carrier motion
direction and the X coordinate of point n. The expression for the fundamental frequency
echo s, (t,,) is shown in equation (6):

c4m Ry (tm)

Sn(tm) = Une_34 o fe , (6)
where o, represents the amplitude of the signal. The phase transformation of the echo
in the azimuth direction ¢y, (¢,) is calculated as shown in equation (7):

_ —Anf.

Spn(tm) = c [Rn (tm) - Rs} , (7)

where ¢ represents the speed of light propagation. The expression for calculating the
Doppler frequency f; is shown in equation (8):

2fV
c

fa=

where 6,, represents the oblique angle of view. The Doppler bandwidth A fy is calculated
as shown in equation (9):

sin 0, , (8)

2V
Af d = 6 s (9)
where D represents the transverse aperture length. The expression for calculating the
phase function H;(, fa, R,) by changing the linear frequency modulation scale is shown

in equation (10):

(10)

2
Hl(f’ fa’RS) = €Xp leVe(fauRB)a(fa) (tA— M) ] ;

C

where f, and Rp, respectively, represent the Doppler frequency and the shortest distance
from point n to the flight path, and a(-) represents the echo response envelope.
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2.3. Construction of radar image processing system based on space cloud
computing architecture

When satellites conduct uninterrupted and all-weather monitoring, the obtained satellite
image data is very large, and traditional radar image processing systems cannot meet
the processing needs of heavy load data [19,25,40]. Therefore, based on the powerful
computing and analysis capabilities of the SAR overall framework using space cloud
computing, as well as the high-resolution advantages of the multi star index based vari-
able scale imaging algorithm, a new radar image processing system based on space cloud
computing architecture has been established in this study. The system mainly consists of
fiber optic transmission module, DDR3 SDRAM storage module, FFT operation module,
multiplication module, and data stream. This design is able to overcome the limitation
that the traditional system is unable to handle the huge satellite image data. Through
the cooperation of fiber optic transmission, DDR3 SDRAM storage, FFT operation and
multiplication module, it can not only effectively improve the speed and accuracy of data
processing, optimize the management of data flow, but also solve the problem of high
load data processing and transmission. These improvements enable the new system to
have higher processing efficiency, image quality and real-time performance, which can
show obvious advantages when facing large data volume and complex tasks.

The structure of the DDR3 SDRAM storage module is shown in Figure 5, in which
this storage module in the new research system mainly consists of four front-end First
In First Out (FIFO) data structures, four back-end FIFOs, one interface FIFO, and four
partition memories. The write operation of data in partition memory 1 is only performed
by the front-end FIFO1 and transmitted through the interface FIFO, ultimately stored
in the corresponding partition memory 1 address of DDR3 SDRAM. Similarly, data in
partitioned memory 1 can only be read through backend FIFO1. The data writing and
reading process for partition memory 2, partition memory 3, and partition memory 4
follows the same operational flow as that for partition 1.

The working state flow of the DDR3 SDRAM storage module during data read and
write operations is shown in Figure 6. The DDR3 SDRAM storage module first enters
an idle state before performing data read and write operations, and while refreshing
parameters, checks whether the front-end FIFO is waiting to process data. If there is
data in the frontend FIFO, the module will check if there is enough space in the current
area to store this data. If there is enough space, the module will read data from the
front-end FIFO and perform DDR3 write operations. After writing is completed, the
module will update the parameters. If there is no data in the front-end FIFO or the
current area space is insufficient, the module will check whether there is data in the back-
end FIFO. If there is, the module will detect whether there is data inside DDR3 and
perform a read operation. After the read operation is completed, the module updates
its parameters and prepares to switch to the next area.

The algorithm processing flow in the radar image processing system based on space
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Fig. 5. Architecture of DDR3 SDRAM memory modules.

cloud computing architecture is shown in Figure 7. The new radar image processing
system constructed by the research institute performs algorithm processing in five stages.
Firstly, the upper computer software sends SAR data and related variables to the first
processing unit via optical fiber. Next, the system performs azimuth FFT and performs
complex multiplication using the reference function H1. Then, the data is transposed,
subjected to distance compression and correction, and multiplied by H2. Afterwards,
the data is converted to the time domain through IFFT and stored in DDR3 SDRAM.
Finally, the imaging data is transmitted back to the upper computer through optical
fibers for image display and subsequent processing. The definition of FFT is shown in
equation (11):
N-1
X(k)= Z z(n) exp(—jnk2r/N), (11)

n=0

where N is the conversion length. The inverse definition of FFT z(n) is calculated as
shown in equation (12).

N-1
x(n) = % Z X (k)exp (jQw%k) . (12)

k=0
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Radar image processing systems based on space cloud computing architectures usu-
ally also face high time complexity and space complexity. In terms of time complexity,
SAR image processing requires a large number of computations, such as Fourier trans-
form, etc., and the computation time grows significantly as the data volume increases. In
order to improve efficiency, the system utilises distributed computing resources to pro-
cess large data volumes in parallel and reduce the computational burden of a single node.
In terms of space complexity, the storage requirement of SAR images is proportional to
the resolution, and the huge storage volume of high-resolution images requires efficient
storage systems (e.g., DDR3 SDRAM) and data compression techniques to manage the
data. It is recommended to use at least 8-core processors with at least 3.0 GHz clocks,
such as AMD Ryzen 9 7950X or Intel Core i9-13900K, paired with at least 64 GB of
RAM (DDR4/DDR5). For GPU, NVIDIA A100 Tensor Core or NVIDIA V100 is rec-
ommended with 40 GB/80 GB HBM2 memory and 6912 CUDA cores to support parallel
computing and deep learning acceleration to improve image processing efficiency. For
storage, use high-performance SSDs such as Samsung 970 PRO 2TB or Intel Optane
SSD 905P 1.5 TB with DDR4 3200 MHz or DDR5 4800 MHz memory (64 GB or 128 GB)
to ensure fast data access and high-bandwidth through Fibre Channel or InfiniBand data
transfer.
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Fig. 7. Algorithmic process handling in radar image processing system based on space cloud computing
architecture.

3. Results

To verify the performance of the new SAR imaging algorithm and the radar image
processing system based on space cloud computing architecture, this study first sets
up a suitable experimental environment and preprocessed the test data. Secondly, the
proposed method was tested through comparative testing of the same type and multi
criteria performance testing. After completion, the new research system was simulated
and tested using actual basketball game guidance camera data.

3.1. SAR imaging algorithm performance testing

This study was based on the Windows operating system, and the XC7VX485T chip from
the Virtex-7 FPGA series of Xilinx was selected as the core processor. The CPU was
Intel Core i9-13900K and the GPU was NVIDIA V100. The test data came from the
GMTSAR dataset [28,29] and a synthetic DORISAR dataset generated via SAR imag-
ing simulator, using parameters similar to Sentinel-1 acquisition geometry [22]. These
datasets were divided into training and testing sets in a 6 : 4 ratio. Matlab [32] was
used to set 5 point targets, where pulses were emitted and echo signals were generated.
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Tab. 2. Important parameter settings during the imaging process.

Serial number Parameter name Numerical value

1 Radar carrier frequencies 5.4 x 109

2 Azimuthal sampling rate 1257.02

3 Radar sampling rate 3.26 x 107

4 Pulse time width 4.22 x 1075

5 Distance-directed frequency 7.19 x 101!

6 Nearest radar to target 9.91 x 10°

7 Radar equivalent velocity 7064

8 Doppler centre frequency —6893

9 Data window start time 6.61 x 103

Then, the echo signals were filtered and denoised, and the images were generated by fre-
quency domain transformation using FFT. A variable scale imaging algorithm based on
multiple star indexes was applied to improve the image resolution and clarity. The data
was accessed through a DDR3 SDRAM memory module and a fibre optic transmission
module ensureed fast data flow. Finally, the training set optimised the algorithm and
the test set verified the performance to ensure the stability and real-time response of the
system under different conditions.

The important parameter settings during the imaging process are shown in Table 2.
Based on these values, this study introduced popular SAR imaging algorithms of the
same type for comparison, namely the Focused Synthetic Aperture Radar (FSAR), the
Synthetic Aperture Radar Interferometer SAR (InSAR), and the Polarimetric Synthetic
Aperture Radar (PolSAR).

Firstly, the image quality evaluation index, Structural Similarity Index (SSIM), was
used to compare different imaging algorithms. The test results are shown in Figure 8.
In this Figure it can be seen that, whether in the GMTSAR dataset or the DORiSAR
dataset, the SAR imaging algorithm performed the best, followed by the PolSAR algo-
rithm and InSAR algorithm, and the FSAR algorithm performed the worst. In Figure 8a,
the maximum SSIM values for FSAR algorithm, InSAR algorithm, PolSAR algorithm,
and the proposed algorithm in the GMTSAR dataset were 0.69, 0.75, 0.89, and 0.96,
respectively. In Figure 8b, the maximum SSIM values for the four algorithms in the
DORISAR dataset were 0.61, 0.88, 0.91, and 0.99, respectively. The above data in-
dicates that the research algorithm had significant advantages in maintaining image
structure and quality. It improved the SAR imaging algorithm by using a multi star
index variable scale imaging method, which could effectively enhance the algorithm’s
efficiency in maintaining image quality. In addition, SAR images with high SSIM values
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Fig. 8. Comparison of SSIM performance tests of different SAR imaging algorithms.

provided reliable data support for subsequent experiments, ensuring the accuracy and
reliability of the experimental results.

To confirm the resolution capability of the proposed algorithm, the four SAR imaging
algorithms were tested using image clarity as the indicator. The test results are shown
in Figure 9. In the images shown in this Figure it can be seen that the result from the
research algorithm (Fig. 9b) was visually very close to that of the original image (Fig. 9a),
and it was almost impossible to observe significant quality differences with the naked
eye. The clarity of radar images obtained by PolSAR algorithm, InSAR algorithm, and
FSAR algorithm (Figs. 9c-9e) differed significantly from the original images, especially
the radar image obtained by FSAR algorithm (Fig. 9¢). From this it follows that the
research algorithm performed better in radar image resolution than PolSAR, InSAR,
and FSAR algorithms, demonstrating its potential and advantages in the field of radar
image processing.

In addition, to explore the real-time capture capability of the proposed algorithm, the
data processing speed of the four algorithms mentioned above was also tested. The test
results are shown in Figure 10. It can be seen in this Figure that the research algorithm
exhibited fast data processing speed in both datasets. Within the range of increasing the
sample size from 20 to 200, the data processing speed of all algorithms decreased, but the
research algorithm still maintained a relatively fast speed. In Figure 10a, the shortest
data processing speeds for FSAR algorithm, InSAR algorithm, PolSAR algorithm, and
the research algorithm were 14.9s, 14.2s, 12.7s, and 5.6, respectively. In Figure 10b,
the shortest data processing speeds for FSAR algorithm, InSAR algorithm, PolSAR
algorithm, and the research algorithm were 14.5s, 14.0s, 10.9s, and 5.0, respectively.
The above data indicate that the research algorithm had good efficiency, scalability, and
excellent real-time performance in processing large-scale SAR data.
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Fig. 9. Radar image clarity experiment comparison results.
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Fig. 10. Comparison results of data processing speed test for different SAR algorithms.

3.2. Simulation testing of radar image processing system based on space cloud
computing architecture

This study used actual observation data obtained from spaceborne SAR for simulation
analysis. The SAR image data had 8192 pixels in both distance and azimuth directions,
and each pixel was composed of a real and imaginary part represented by a 32-bit single
precision floating-point number, forming complex data. Therefore, the total capacity of
the entire dataset reached 512MB, and the dataset was divided into training and testing
sets in a 6 : 4 ratio. To better reflect the imaging performance of the research system,
this study also introduced traditional Extended Azimuth Non Linear Variable Scaling
Radar Processing System (EANLVSRS), Doppler Radar Processing System (DRPS),
and Frequency Modulated Continuous Wave Radar (FMCW) image processing systems.
The ground target is selected with a 3 x 3 uniform point array. The simulation scene is
shown in Figure 11.

Based on the simulation scenario shown in Figure 11 and the actual observation data
obtained, the data was normalized and cleaned. Random sampling was conducted for
multi index testing with precision, recall, F1 value, and transmission time as reference
indicators. The test results are shown in Table 3. According to these results, the research
system demonstrated high accuracy, high recall, and high F1 score on both the training
and testing sets, while also having the shortest transmission time. On the training set,
its accuracy, recall, and F1 score were 96.84%, 95.59%, and 96.64%, respectively, with a
transmission time of 2.6 seconds; On the test set, its accuracy, recall, and F1 score were
97.08%, 96.88%, and 97.11%, respectively, with a transmission time of 2.2 seconds. The
EANLVSRS system performed the worst on both the training and testing sets. On the
training set, its accuracy, recall, and F1 score were only 68.36%, 67.08%, and 68.55%,
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Tab. 3. Comparison of test results with various indicators. A: accuracy, R: recall, F1: F1 score.

Transmission time

Data set System A %] R [%] F1 [%] s
EANLVSRS 68.36 67.08 68.55 15.2
DRPS 72.57 71.55 72.85 12.1
Training set
FMCW 82.45 80.22 83.53 11.6
Research system 96.84 95.59 96.64 2.6
EANLVSRS 69.65 68.37 70.11 14.6
DRPS 73.54 72.08 73.02 11.9
Test set

FMCW 83.55 82.53 82.88 11.3

Research system 97.08 96.88 97.11 2.2

respectively, with a transmission time of 15.2 seconds; On the test set, its accuracy, recall,
and F1 score were 69.65%, 68.37%, and 70.11%, respectively, with a transmission time of
14.6 seconds. Compared with the research system, the accuracy, recall, and F1 value of
the EANLVSRS system had been reduced by about 28%, and the transmission time had
been extended by about 13 seconds. From this, the real-time data processing capability
of space cloud computing and the ability to simplify complex processes through multi
satellite connection state diagrams effectively improved the responsiveness of radar image
processing systems, promoting the research system to have good multi index performance
effects.

To confirm the stability of the system during operation, we have continued to test
the performance of the four systems mentioned above. The test results are shown in
Figure 12. As it can be seen in the graphs shown in this Figure, the stability of all four
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Fig. 12. Comparison of results for stability of different radar image systems.
Tab. 4. Comparison of running time of different systems.
Data set Systems Ist [s] 2nd [s] 3rd|[s] 4th[s] 5th[s] 6th[s] 7th [s]
EANLVSRS 15.2 15.6 15.8 16.1 16.2 16.8 17.0
DRPS 12.1 12.2 12.5 12.7 12.8 13.0 13.5
Training set
FMCW 11.6 11.8 12.1 12.2 12.5 12.6 12.8
Research system 2.6 2.8 3.0 3.2 3.4 3.6 3.7
EANLVSRS 14.6 14.8 14.9 15.3 15.8 15.6 16.0
DRPS 11.9 12.1 12.3 12.8 13.0 13.2 13.4
Test set
FMCW 11.3 11.5 11.6 11.7 11.9 12.1 12.3
Research system 2.2 2.3 2.4 2.6 2.7 2.9 3.0

systems slowly increased with the increase of iteration times. The research system had
the best stability effect, with stability greater than 90% in both the training and testing
sets. The highest stability of the EANLVSRS system, DRPS system, and FMCW system
was only 74.9%, 81.3%, and 89.6%, respectively. Compared with the research system,
the stability of the other three systems decreased by about 10% to 25%. From the above
data it follows that the research system not only had high accuracy in processing radar
images, but also had significantly better stability than other systems, indicating that it
had higher reliability and robustness in practical applications.

In this study we have also compared the operational complexity of the different
systems mentioned above. The test results are shown in Table 4. The running times of
different systems gradually increased with the number of executions. The running time
of EANLVSRS, DRPS, FMCW, and research system in the training set increased by
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Tab. 5. Metrics test results for different models. Resource consumption rate (Resource CR) refers to
the relative proportion of computing resources (such as CPU, memory, electrical energy, etc.)
consumed by the system during the execution of image processing tasks, reflecting the efficiency
and overhead of the system operation.

Environments Systems MSE MAE Resource CR [%]  Accuracy [%)]
EANLVSRS 0.078 0.081 23.33 80.83
DRPS 0.072 0.066 20.16 84.04
Rainy
FMCW 0.065 0.057 18.65 91.24
Research system 0.033 0.028 7.43 96.89
EANLVSRS 0.063 0.064 20.44 84.12
DRPS 0.057 0.052 19.32 87.84
Cloudy
FMCW 0.041 0.045 17.25 91.58
Research system 0.028 0.029 6.84 97.71
EANLVSRS 0.054 0.052 20.13 86.49
DRPS 0.048 0.049 18.87 89.36
Sunny
FMCW 0.038 0.040 15.36 92.75
Research system 0.021 0.022 6.65 98.23

1.8s, 1.4, 1.2, and 1.1s, respectively; The running time in the test set increased by
1.4s, 1.5s, 1.0s, and 0.8 s, respectively. However, the increase was very small and did
not affect the overall performance of the system. The research system had the shortest
running time, only 3.0 seconds; FMCW system was second, with a duration of 12.3s;
The EANLVSRS system had the longest running time, which was 16.0s. From this it
follows that the research system was computationally simple and could efficiently process
basketball game guidance camera data. The main reason for this was the powerful
computing and analysis capabilities of the SAR overall framework based on space cloud
computing, which had greatly improved the transmission and operation efficiency.
Finally, in order to investigate the effect of environment on the system, in this study
we have also compared the above four systems for rainy, cloudy and sunny environments
using Mean Squared Error (MSE), Mean Absolute Error (MAE), resource consumption
rate and image processing accuracy as reference indicators. The test results are shown in
Table 5. As can be seen in this Table, whether in rainy, cloudy or sunny environments,
the EANLVSRS system has the worst performance of the four systems in terms of various
metrics. The performance of DRPS, FMCW and the radar image processing system with
the new space cloud computing architecture proposed by the Institute varies from low
to high, and intuitively, it can be found that the research system has the lowest MSE
value of 0.021, the lowest MAE value of 0.022, the lowest resource consumption rate is
6.65% and the highest image processing accuracy is 98.23%. Also, the rainy, cloudy and
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sunny environments have less impact on the system performance. In summary, the new
system proposed in the study has the best overall performance, and has more stable and
superior recognition capability compared with the same type of radar image processing
system. The wide applicability and robustness of the research system are verified.

4. Conclusion

With the continuous advancement of technology, the technology of directing and filming
basketball games is also constantly developing. To meet the modern audience’s demand
for high-definition and real-time competition images, a new radar image processing sys-
tem based on space cloud computing architecture is established by studying the powerful
computing capabilities of the SAR overall framework based on space cloud computing
and the high-resolution advantages of the multi star index based variable scale imaging
algorithm. Whether in the GMTSAR dataset or the DORiISAR dataset, the research
algorithm performed the best, with a maximum SSIM value of 0.99, which was very close
to 1. The generated radar images were visually very close to the original images, and
there was almost no obvious quality difference visible to the naked eye, indicating its
significant advantage in maintaining image structure and quality. The simulation test
results showed that the real-time data processing capability of space cloud computing
and the ability to simplify complex processes through multi satellite connection state
diagrams effectively enhance the responsiveness of radar image processing systems. The
transmission time of the research system was only 2.2 seconds. As the number of runs
increased, the increase in transmission time was very small, which did not affect the
overall performance of the system. The complexity of operation was low, the calcula-
tion was simple, and it could efficiently process basketball game guidance and camera
data. In summary, the excellent performance of the research system in terms of stabil-
ity and real-time performance could make it a breakthrough technology in the field of
basketball game guidance and filming. The research system’s high-resolution imaging
capability, combined with the efficient data processing of space cloud computing, pro-
vides a new technological platform for sports event broadcasting. However, the study
did not include more complex basketball game director camera data for testing. Subse-
quent research can further optimize the algorithm by reducing the system’s dependence
on computing resources and incorporating more complex basketball game guidance cam-
era data to enhance the comprehensiveness of the study. There are also a number of
challenges in the actual deployment and maintenance of the research system. First,
the deployment cost is high, mainly due to the need for high-performance GPUs, stor-
age devices, and cloud computing infrastructure, which require large initial investments
in equipment and technology. Maintenance challenges mainly include hardware man-
agement (e.g., GPU cooling, storage scaling), data security and system optimisation,
especially the need to optimise algorithms to reduce dependence on computing resources
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when faced with complex data. In terms of commercial potential, the system is capable
of delivering high-definition, real-time game footage, which meets the high technological
requirements of sports events and therefore has wide market demand. As the technology
matures and cost and maintenance issues are resolved, the system is expected to become
one of the core technologies for event broadcasting.
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