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Abstract To make virtual reality human-computer games more accurate and provide users with an
immersive gaming experience, the study combines the method of improved part intensity field and part
association field (PIFPAF) with binocular vision to optimize the interaction of VR human-computer
games. The experimental results indicated that the PIFPAF algorithms performed relatively well with
number of errors and target keypoint correlation of 0.22 and 0.97, respectively. In terms of processing
speed, the algorithm performed faster in both 640×480 and 320×240 resolutions, with 13 fps and 19 fps,
respectively. Among the five predefined gestures, the “pointing” gesture was recognized correctly the
largest number of times in 30 test sessions, with 29 successful identifications. In contrast, the “clenched
fist” gesture had the fewest correct recognitions, totaling 26. The success of the suggested approach
is confirmed by the experimental findings, which show that the optimized human-computer interaction
system has high accuracy and processing speed. This study offers a fresh approach to the advancement
of human-computer interaction technology and encourages technological integration innovation in the
realm of virtual reality human-computer gaming.

Keywords: virtual reality; PIFPAF algorithm; binocular stereo vision; keypoint detection algorithm;
dimensioning algorithm.

1. Introduction

As virtual reality (VR) technology advances quickly, it has progressively made its way
into a variety of industries, including gaming, education, healthcare, design, and more,
as a new interactive experience. The naturalness and intuitiveness of human-computer
interaction (HCI) are also the key factors to enhance user experience [5, 7]. Traditional
VR interaction methods, such as joysticks and keyboards, although satisfy users’ needs
to a certain extent, have certain limitations in simulating real-world interaction. It limits
the user’s immersion and interaction experience in the VR environment [17]. Although
some deep learning-based stereo matching methods have made progress, they still face
challenges such as high computational complexity, large hardware requirements, and
poor adaptability to dynamic scenes in real-time applications. Optimizing the network
structure, introducing lightweight models, utilizing parallel computing, and adaptive
feature extraction techniques can improve their efficiency and real-time performance.

The part intensity field and part association field (PIFPAF) algorithm, originally pro-
posed by Kreiss et al. [9], aims to solve the keypoint association problem in multi-person
pose estimation. This algorithm can more accurately detect human body structure and
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associate keypoints by predicting local keypoints and spatial relationships between key-
points, especially suitable for complex interactive scenes. The development of PIFPAF
is inspired by earlier work such as OpenPose, proposed by Cao et al. [3], which pioneered
bottom-up keypoint detection in multi-person pose estimation.

In current HCI technology, traditional methods have many key problems in VR inter-
action scenarios, including chaotic keypoint matching during multi-person interaction,
which leads to a decrease in tracking accuracy. In the case of occlusion, the loss of
keypoint information is severe, which affects the accuracy of recognition. The high com-
putational complexity affects real-time interaction performance. PIFPAF enhances local
feature extraction by deep neural networks and optimizes the skeleton keypoint matching
strategy, enabling it to infer the pose of the occluded part well even in occluded envi-
ronments while maintaining computational efficiency. These features make it an ideal
choice for optimizing VR HCI systems, enhancing immersive experiences and real-time
performance, and promoting the development of intelligent interaction systems. Binocu-
lar vision can provide depth information to more accurately localize the user’s body parts
in complex environments [1, 4]. Therefore, to improve the naturalness and accuracy of
VR human-computer game interaction (HCGI), this study investigates VR HCGI based
on the improved PIFPAF algorithm with binocular vision.

The innovativeness of the research lies in the improvement of the existing PIFPAF
algorithm in order to increase the accuracy and real-time performance of human pose
estimation. It also combines binocular vision technology with the improved PIFPAF
algorithm, thus proposing a new depth-aware interaction. The contribution of this re-
search is to improve the accuracy of keypoint detection and the robustness of limb
association through this algorithm. Its branch accurately locates keypoints using Gaus-
sian heat maps and establishes human skeleton connections using vector fields, which is
more resistant to occlusion compared to traditional methods. In addition, PIFPAF opti-
mized the feature extraction network, adopted an efficient ResNet backbone network, and
used adaptive scale inference to improve the ability to detect different human postures
while reducing computational redundancy. These enhancements significantly improve
real-time performance and enable efficient and accurate pose estimation in complex in-
teractive scenarios, resulting in a smoother and more intuitive interactive experience.

The research will be carried out in four sections. The Section 2 is a review of the cur-
rent research status of binocular vision and VR HCI. The Section 3 is the optimization
study of human keypoint detection and HCI system. The Section 4 contains the exper-
imental analysis of the research algorithms and system performance. In the Section 5
the results of experiments with the methodology proposed in this paper are discussed.
The last Section 6 is a summary of the research.
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2. Related works

With the advancement of computer graphics and HCI technology, VR technology has
gradually matured, providing users with unprecedented immersive experiences. Opti-
mization of HCI experience is also a hot research topic at present. Lyu aimed to explore
the current state of HCI in the metaverse, and research results showed that key tech-
nologies such as 5G, blockchain, and HCI supported the development of the metaverse.
In the future, humanized somatosensory connections in HCI could become a trend [14].
Ramadoss proposed an optimized non-invasive human-machine interaction model to im-
prove the accuracy of human motion recognition in HCI. The research results showed
that this method had significant effects on human motion and target recognition, re-
ducing noise by 7.2% and improving accuracy to 97.2% [15]. Li proposed an interaction
design model that combined artificial intelligence (AI) and voice information to enhance
the HCI experience in VR environments. Research showed that this model promoted
the application and development of VR technology in multiple fields such as gaming,
fitness, and education by optimizing the HCI design [11].

Keypoint detection algorithms and stereo binocular vision can effectively detect and
track human posture and motion. Read proposed a research method that comprehen-
sively examined the use of binocular vision and stereoscopic vision in order to explore
the advantages and disadvantages of binocular vision and its mechanisms. The research
results indicated that although binocular vision reduced the overall field of view, it
enhanced obstacle avoidance and contrast sensitivity [16]. Bonnen et al. proposed a
research method that combined eye and body tracking to explore the role of binocular
vision in complex terrain walking. The research results indicated that binocular vi-
sion was crucial for locating a foothold, and its absence could systematically affect gaze
strategies, increasing perceptual uncertainty and making the gaze more inclined towards
a nearby foothold [2]. Lin et al. proposed a recognition method based on improved
ResNet and skeleton keypoints to improve the accuracy of single image human action
recognition, and constructed a multi task network. The research results showed that
this method could accurately recognize human movements under different human mo-
tion, background light, and occlusion conditions. Compared with the original network
and main recognition algorithms, it had an advantage in accuracy and balances net-
work parameters, solving the problems of large network and slow operation [12]. Zhang
proposed a method that combined efficient network structure, training strategy, and
post-processing techniques to address the challenge of human keypoint detection in a
single image. The research results indicated that this method effectively improved the
detection accuracy and outperforms the latest technology on the benchmark of keypoint
detection [20]. To improve the accuracy and practicality of the fall detection system,
Inturi proposed a new visual based fall detection scheme. The research results indicated
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that the system could effectively detect five types of falls and six types of daily activities,
and performed well on the UP-FALL dataset [6].

VR and HCI technology have made significant progress in recent years. They generate
highly realistic 3D virtual environments through computers, allowing users to interact
with the virtual world in an immersive way. They are widely used in various fields such
as gaming, education, healthcare, and design. In the VR field, major manufacturers
have introduced several innovative devices. In 2023, Sony released the PlayStation VR2,
which featured internal and external tracking, eye tracking, a high-definition display,
and a controller with adaptive triggering and haptic feedback to enhance the gaming
experience. In 2024, Apple released the Apple Vision Pro, a fully enclosed mixed reality
headset that emphasizes video perspective functionality. Although it lacks the external
controller of traditional VR headsets, it is described as a spatial computer. In terms of
HCI, with the advancement of technologies such as computer graphics and AI, HCI is
gradually shifting from traditional keyboard- and mouse-based interaction modes to more
natural and intelligent interaction methods. For example, interaction methods based on
gesture recognition, speech recognition, eye tracking, and other technologies are gradu-
ally emerging. The integration of eye tracking technology enables the system to optimize
rendering based on the user’s point of view, improving performance and immersion. In
addition, the development of hand tracking and gesture recognition technology allows
users to interact with virtual environments in a more natural way, reducing reliance on
traditional controllers. Together, these advances are driving the evolution of VR and
HCI technologies, providing users with a more intuitive and immersive experience.

To summarize, many scholars have researched on HCI technology. Moreover, there
are more studies on the acquisition of information about human motion and posture
using binocular vision technology or human keypoint detection algorithm, and certain
results have been achieved. However, most of the scholars only use a single algorithm
model and do not improve the model’s deficiencies. Most researchers focus on action
recognition, trajectory prediction, and interactive feedback when researching VR interac-
tive technology. However, these studies have certain limitations when faced with complex
actions and multi-person interaction scenarios. First, current mainstream methods often
rely on deep learning-based motion capture or pose estimation algorithms, such as con-
volutional neural networks, recurrent neural networks, and their variants, when dealing
with complex actions. Although these methods can achieve good recognition results in
simple single-person interaction scenarios, there are bottlenecks in the recognition and
prediction of complex actions, mainly due to the difficulty of the model to accurately
capture high-speed and nonlinear motion trajectories, especially when multiple joints
are involved in coordinated motion. Existing methods have weak temporal modeling
capabilities and are difficult to accurately predict subsequent actions. Furthermore, in
multi-person interaction scenarios, traditional methods typically use data fusion based
on visual or inertial sensors to analyze user interaction behavior. However, these methods
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are susceptible to data noise and environmental disturbances when faced with multiple
occlusions, dynamic background changes, or synchronized interactions. This can result
in interaction delays, increased error rates in action recognition, and ultimately reducing
the immersion and real-time feedback effects of the game. On the other hand, tra-
ditional optimization algorithms typically rely on rule-based or reinforcement learning
frameworks, such as Markov decision processes and reinforcement learning, when dealing
with path planning and action generation problems in VR HCI. However, these methods
have a high computational overhead in high-dimensional state spaces, making it difficult
to respond to the complex action needs of users in real time. In addition, traditional
reinforcement learning models are unable to efficiently model the dynamic interaction
relationships between different users in multiuser collaborative interactions, making it
difficult for the system to adapt to changing interaction patterns. It can be concluded
that in response to the complexity and real-time requirements of VR HCGI scenarios,
the existing research has the limitation of balancing computational efficiency, interaction
accuracy, and real-time response capability, which has become a key challenge to further
enhance the VR interaction experience.

For the above reasons, in this research the PIFPAF algorithm is improved by com-
bining it with the enhanced binocular vision technology to locate the user in 3D, so as
to optimize the VR HCGI system.

3. Optimization of VR interpersonal game interaction

3.1. Keypoint dimensional enhancement algorithm based on improved binoc-
ular vision technique

VR technology can use computer-generated 3D images and sounds to simulate the real
sensory experience of humans [10, 22]. However, in VR human-computer games, users’
hand movements and body movements have a high degree of complexity and diversity [8].
The keypoint detection algorithm can improve the accuracy of human motion detection
in VR games by accurately locating human joints. These algorithms can capture player
poses in real time, reducing errors caused by occlusion or complex movements, making
interactions smoother. Combined with deep learning models, keypoint detection can
optimize limb tracking, enabling the system to more accurately understand the player’s
intent. It can also improve the accuracy of physical feedback, improve action matching,
avoid delays, enhance immersion, and provide strong technical support for motion inter-
action and prediction in VR games. Based on this, the study adopts the human body
keypoint detection algorithm for keypoint positioning of human body images. When
designing keypoint detection algorithms to accurately capture various complex user ac-
tions in VR environments, the following key factors need to be considered. Firstly, the
algorithm should have high robustness to cope with challenges such as occlusion, light-
ing changes, and complex backgrounds. Secondly, it is necessary to ensure real-time
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Fig. 1. Image of human keypoint positioning

performance to meet the low latency requirements of VR interaction. In addition, the
algorithm should be able to adapt to users of different body types and action patterns,
and have good generalization ability. Finally, it is necessary to optimize computational
efficiency to achieve efficient operation with limited hardware resources.

Figure 1 illustrates the precise keypoint positioning. In this Figure, the keypoint
detection algorithm for human keypoint positioning is mainly distributed in the joints
of face and limb joints and torso. Facial keypoints are mainly used in VR applications
for facial expression recognition, user authentication, and immersive interactive experi-
ences. By accurately capturing facial movements, real-time facial expression mapping
of virtual characters can be achieved, enhancing the authenticity of social interactions.
In addition, facial keypoints can optimize voice synchronization and improve character
performance. In security, they can be used for identity recognition, ensuring personal-
ized settings and data security. For immersive control, the combination of eye tracking
can provide a more natural way of visual interaction, improving the responsiveness and
user experience of VR systems [13, 19]. In dynamic VR environments, facial keypoint
detection faces challenges such as high real-time requirements, insufficient robustness
in complex scenes, and limited computing resources. To address these obstacles, the
following strategies can be adopted: firstly, optimize the algorithm structure and in-
troduce lightweight CNN to reduce computational complexity and improve processing
speed; Secondly, by combining multimodal information such as depth information and
optical flow information, the robustness of facial keypoint detection is enhanced; Finally,
parallel computing technology is utilized to further enhance the real-time performance of
the algorithm. In addition, an adaptive feature extraction method attention mechanism
is adopted to dynamically focus on key facial regions, improving detection accuracy. In
order to effectively improve the accuracy and real-time performance of facial keypoint
detection in dynamic VR environments with limited computing resources.

The data interaction function of the VR system is shown in Figure 2. In this Figure,
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Fig. 2. Interactive activity diagram of the interaction controller

the interactive controller has five states, starting from the initial waiting state. Af-
ter the game starts, it enters the state of receiving raw interactive data and recording
player operations. Then it encapsulates the data and sends the data status, processes
and uploads the interactive data to the cloud. Next, it enters the state of receiving
rendering results and receives rendered images from the cloud. After the game ends,
the controller returns to the waiting state and prepares for the next interaction [5]. In
VR games, interactive controllers must manage different states, including idle, active,
interactive, and feedback, to ensure a smooth user experience. Real-time state switching
determines response speed, such as the accuracy of gesture recognition, physical col-
lision detection, and environmental feedback. Accurate state management can reduce
latency, improve immersion, optimize the allocation of computing resources, and prevent
lag. The combination of intelligent predictive algorithms and adaptive control strategies
can enhance real-time interaction capabilities, making player interaction in virtual en-
vironments more natural and fluid. Moreover, its combination of intelligent prediction
algorithms and adaptive control strategies can enhance real-time interaction capabilities,
making players’ operations in virtual environments more natural and smooth.

The real-time state switching of interactive controllers is extremely important for
the accuracy of gesture recognition and physical collision detection. It reduces the de-
lay between user actions and system feedback, improving the real-time response. In
addition, dynamic computing resource allocation optimizes processing efficiency, prior-
itizing critical interaction tasks such as gesture recognition or collision detection. Real
time state switching also enhances the naturalness of interaction, allowing the system
to smoothly transition between different interaction modes based on user intent, im-
proving the user experience. It also optimizes error handling, allowing the system to
quickly adjust strategies to address recognition errors and reduce the negative impact
on the experience. Ultimately, real-time state switching enables the controller to adapt
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Fig. 3. Binocular positioning principle.

to complex scenarios, handle concurrent operations, ensure the accuracy and timeliness
of interactive operations, and significantly improve the interaction quality of VR systems.
However, in this study a universal 2D human keypoint definition methodwas used. This
method lacks depth information and is difficult to accurately recover human posture,
especially in occluded or complex motion scenes. Second, changes in perspective can
cause keypoint positions to shift, which affects the stability of posture estimation. In
addition, 2D methods are difficult to capture the 3D rotation information of human
joints, which limits the accuracy of VR interaction. Therefore, research is needed to
increase the dimensionality of human keypoint localization, combined with 3D keypoint
detection or deep learning models, to improve the accuracy of human pose recognition
in VR environments.

The ability to perceive depth, as well as the position of objects in three dimensions, is
crucial for HCI in VR. This is achieved through the use of binocular vision, which enables
the calculation of disparity, thereby enhancing both immersion and spatial perception
capabilities. In comparison with monocular vision, binocular vision has been demon-
strated to facilitate more precise distance measurement. In contrast to technologies that
rely on LiDAR or depth cameras, binocular vision offers several advantages, including
cost efficiency, broader applicability, and enhanced performance under variable lighting
conditions, thereby mitigating recognition failure. The principle of the method is shown
in Figure 3. The method uses dual lenses to detect the point simultaneously. Binocular
vision provides depth information for HCI in VR by simulating the stereoscopic imaging
mechanism of the human eye, significantly enhancing immersion and spatial perception.
It achieves three-dimensional spatial reconstruction through disparity calculation, op-
timizing users’ spatial positioning and interactive experience in virtual environments.
Binocular vision can capture user posture and gestures in real time, and achieve nat-
ural and smooth interaction with the help of keypoint detection technology, especially
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performing well in complex motion and occlusion scenes. In addition, binocular vision
supports seamless integration of virtual and real environments, enhancing the interactive
effects of augmented reality scenes. Its depth information can also optimize rendering
performance by dynamically adjusting rendering resources, improving visual effects, and
reducing computational resource waste. Binocular vision has strong adaptability and
can work stably in different lighting and complex backgrounds, expanding the appli-
cation scope of VR technology. However, the method is not adapted to more complex
game scenes and is affected by light. The keypoint dimension enhancement algorithm for
improving binocular vision technology can alleviate the problem of human occlusion in
VR scenes by integrating deep learning with traditional visual geometry modeling meth-
ods. Its theoretical basis mainly comes from core technologies such as stereo matching,
multi-view geometry, keypoint extraction, and dimension enhancement mapping. First,
the algorithm relies on the disparity information of binocular vision by constructing
the epipolar geometric relationship between the left and right cameras and combining
it with a deep learning-based keypoint detection network to achieve accurate extrac-
tion of human joint points. Compared to monocular vision methods, binocular systems
provide richer depth information, allowing the estimation of 3D positions based on unob-
structed perspectives even when certain areas are obstructed. In addition, the keypoint
dimensionality enhancement algorithm effectively completes missing keypoints caused
by occlusion by high-dimensional mapping of low-dimensional 2D keypoint information,
combined with spatiotemporal constraints and data-driven optimization strategies, such
as Transformer based sequence modeling methods, and improves global consistency. The
advantage of this method is that even if some joint points are occluded, the system can
still infer their reasonable positions based on known joint topology relationships, thus
reducing interaction errors caused by occlusion. Therefore, in this study the binocular
stereo vision methodwill be improved. The the 2D pixel position by coordinate transfor-
mationwill be uplifted. Firstly, the calculation of converting the world coordinate system
(CS) to the camera CS is shown in Equation (1).XC

YC

ZC

 = W ⊗

XE

YE

ZE

 + T , (1)

where (XE , YE , ZE) is the world CS, (XC , YC , ZC) is the camera CS, W is the rotation
matrix, and T is the translation vector. Then the camera CS is converted to the image
CS. The specific calculation is shown in Equation (2).

ZC

x
y
1

 =

a 0 0 0
0 a 0 0
0 0 1 0

 ⊗


XC

YC

ZC

1

 , (2)
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where (x, y, z) is the position of the same point in 2D image coordinates, a is the camera
focal length, and ZC is the depth coordinate. The conversion from image CS to pixel
CS is performed. The specific calculation is shown in Equation (3).m

n
1

 =

 1
dx 0 m0
0 1

dy n0
0 0 1

 x
y
1

 , (3)

where

m
n
1

 is the transformed chi-square coordinates, 1
dx and 1

dy are the scaling factors,

and m0 and n0 are the translations. In conclusion, it is possible to determine the trans-
formation relationship between the global CS and the pixel CS. Equation (4) illustrates
this particular computation.

ZC

m
n
1

 = λ ⊗
[
W T

0⃗ 1

]
⊗


XE

YE

ZE

1

 , (4)

where λ is the camera internal reference matrix. Camera calibration is critical for ac-
curate 3D reconstruction, as it can eliminate lens distortion and provide internal and
external parameters of the camera to improve reconstruction accuracy. The key steps in-
clude: image acquisition using a calibration board to obtain multi-angle images, feature
point detection to extract corner or marker points, parameter estimation to compute in-
ternal parameters (focal length and principal points) and external parameters (position
and rotation), aberration correction to correct for lens aberrations, and optimization and
tuning to use nonlinear optimization to improve calibration accuracy. These steps ensure
the accuracy of the camera model during the 3D reconstruction process and enhance the
authenticity of spatial point cloud data. Among them, the internal reference calibration
is calculated by the classical Zhang calibration method [21], which can find the distortion
coefficient of the camera. The specific calculation is shown in Equation (5).

dist = [θ1, θ2, θ3, φ1, φ2] , (5)

where θ is the radial distortion coefficient, and φ is the tangential aberration coefficient.
Camera external parameter calibration can be carried out by changing the camera posi-
tion and updating the position and attitude of the camera in the world CS. The specific
flow of the keypoint dimensional enhancement algorithm is shown in Figure 4. In this
Figure it can be seen that the keypoint dimensional enhancement algorithm consists of
two parts: determining the internal and external parameters of the camera and increas-
ing the dimension calculation of the data. Among them, the camera calibration stage
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Fig. 4. The overall flow chart of the dimensional enhancement algorithm.

is the preparatory stage of the algorithm, which needs to be performed only once. The
stage of calculating the result of increasing dimension needs to extract the feature points
in the 2D image to be processed and match them with the feature points of the known
3D structure. The geometric structure of the 3D scene is reconstructed based on the
position of each feature point in the 3D space and the recovered depth information. In
addition to this, the reconstructed 3D model is optimized and smoothed to improve the
accuracy and visual effect. Finally, the upscaled results such as depth map are output.
The dimensionality enhancement algorithm for feature point extraction and depth re-
covery can effectively improve 3D scene reconstruction. First, key feature points can be
extracted by deep learning or traditional methods to improve matching accuracy. Then,
binocular disparity estimation or deep neural network can be combined to recover depth
information. Next, dimensionality boosting algorithms are used to optimize point cloud
distribution, enhance geometric details of sparse regions, and improve reconstruction
accuracy. Finally, by integrating multi-perspective information and correcting errors,
the 3D model becomes more accurate and coherent, resulting in higher quality virtual
environment reconstruction. The advantages of the keypoint dimensionality enhance-
ment algorithm based on improved binocular vision technology in terms of speed and
accuracy are mainly reflected in efficient stereo matching, optimized depth estimation,
and keypoint reconstruction strategies. Compared with traditional methods, this algo-
rithm improves the efficiency of stereo matching by introducing an adaptive disparity
optimization strategy and a multi-scale feature fusion mechanism, making depth compu-
tation more stable and reliable, while reducing computational overhead and improving
real-time performance. In addition, this method combines sparse point cloud completion
technology in the keypoint reconstruction process, resulting in higher human keypoint
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reconstruction accuracy, especially in complex interactive scenes, which can provide more
accurate motion capture. The theoretical basis for dealing with human occlusion in VR
scenes lies in the disparity redundancy and depth compensation properties of binocular
vision. Specifically, in the binocular imaging process, different camera angles can provide
redundant information, allowing partially occluded keypoints to be inferred from unob-
structed angles. This process alleviates the problem of keypoint loss caused by occlusion
in monocular methods. Furthermore, the algorithm constructs spatial topological con-
straints based on graph neural networks, thereby enabling mutual constraints between
detected keypoints and inferring the position information of partially occluded areas.
This enables a more complete reconstruction of human body structure. Compared with
traditional methods, this improved algorithm can handle human keypoint detection in
complex scenes more stably. Even in occlusion situations, it can improve the prediction
accuracy of keypoints through multi-view feature compensation and spatial relationship
inference. At the same time, combined with optimized computation processes, it reduces
computational complexity, making it faster and more accurate in interactive VR scenes.

3.2. Optimization study of PIFPAF algorithm

The study adopts an improved binocular vision technique for human posture keypoint
positioning in VR human-computer games. However, to realize user action recognition
and animation simulation in game interaction systems, the study needs to further im-
prove the applicability and detection effect of the algorithm in different game scenarios.
PIFPAF is an advanced human pose estimation method, which is especially suitable
for multi-person pose detection in low-resolution and crowded scenes [18]. Its network
structure is shown in Figure 5.

The key to the PIFPAF algorithm in human pose estimation lies in the synergistic
effect of the two branches, part intensity field (PIF) and part association field (PAF).
The PIF branch is mainly used to detect the location information of human keypoints,
improve the accuracy of keypoint detection by predicting the density distribution of each
joint, and combine Gaussian distribution to enhance local features, so that the model
can accurately locate keypoints even when dealing with complex backgrounds and oc-
clusion situations. As a high-precision positioning mechanism for each keypoint, it not
only regresses the continuous spatial coordinates of keypoints, but also effectively en-
hances the robustness of the model to occlusion, attitude distortion, and low resolution
keypoints through the collaborative modeling of heatmaps and displacement vectors.
Especially, in human-computer interaction scenarios such as VR and virtual reality, the
PIF branch can provide more accurate responses to local human features with higher
density pixel level supervision, thereby significantly improving the system’s perception
ability. Gaussian distribution is used in the keypoint regression process to model the
position distribution of each predicted keypoint. By generating a two-dimensional Gaus-
sian heatmap centered on the keypoint on the feature map, accurate weighting of local
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Fig. 5. Structural diagram of the PIPAF network

areas is achieved, thereby improving the accuracy of keypoint localization. In complex
environments such as occlusion, lighting changes, or multi person interactions, Gaus-
sian distribution can highlight the saliency of key areas, effectively suppress background
interference, and enable the model to extract keypoint information more stably and accu-
rately. This mechanism significantly enhances the robustness and detection performance
of the PIFPAF model under high noise conditions. The PAF branch is responsible for
learning the correlation information between different joints in the human body, using
vector fields to represent the topological relationships between different joints, thereby
maintaining structural consistency in multi-person interaction scenarios and effectively
reducing the keypoint confusion problem. The combination of the two branches enables
PIFPAF to achieve higher robustness in posture estimation. The PIF branch ensures
accurate detection of keypoints, while the PAF branch ensures the rationality of the
human body structure, especially in challenging scenarios such as occlusion, complex
movements, and multi-person interaction. PAF can effectively utilize joint connection
relationships for posture correction.

In addition, compared to traditional regression-based methods, PIFPAF’s end-to-
end optimization strategy allows the network to globally optimize posture estimation in
terms of the entire structure, achieving a better balance between speed and accuracy.
The network first receives raw image data and inputs it into the PIFPAF model, extracts
features through convolutional layers, and downsamples at the max pooling layer. The
encoder consists of multiple residual blocks to process features in depth. Then, the two
branches separately generate keypoint field predictions. Finally, the decoder converts
the feature map into a set of keypoints. Further research is conducted to optimize the
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Fig. 6. Network structure in the improved PIFPAF feature extraction stage.

ResNet Block feature extraction network structure in the algorithm, in order to propose
an improved PIFPAF algorithm. Its structure is shown in Figure 6.

ResNet has a large number of parameters, making training difficult. As shown in
Figure 6, the convolutional layer is responsible for extracting local features of the image,
which is crucial for identifying keypoints as it can capture key visual patterns in the
image. Residual blocks alleviate the gradient vanishing problem in deep network train-
ing by introducing shortcut connections, allowing the network to train deeper layers
more effectively and extract richer feature representations. These deep level features are
particularly important for precise keypoint detection in complex environments, as they
provide more contextual information and details. In addition, replacing ResNet Block
with ShuffleNetv2 Block is to improve processing speed while maintaining accuracy. The
design of ShuffleNetv2 Block is more lightweight and suitable for real-time applications,
which is crucial for fast response and smooth interaction experience in VR environments.
Feature extraction is performed on the original data after the replacement network, and
the results are fed into the two-branch network for regression. The two-branch network’s
PIF branch is utilized to locate the important human body components and forecast each
one’s size, position, and confidence. Its output parameter set is calculated as shown in
Equation (6).

P ij = {pij
a , pij

x , pij
y , pij

o , pij
τ } , (6)

where i and j are the coordinates of the network output, pa is the confidence map of the
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pixel, pij
o is the correction parameter for computing the loss function, pij

τ is the Gaussian
smoothing parameter, and pij

x and pij
y are the components of the offset vectors in the x

and y directions of the keypoints closest to the pixel, respectively. The computation of
the Gaussian function is specifically shown in Equation (7).

G(x, y) = 1
2πτ2 e− x2+y2

2τ2 , (7)

where τ is the 2D form of the Gaussian function. Its bandwidth is positively correlated
with the influence range of the function. Based on the calculation of the parameters
and the function, the prediction results of the keypoint location can be obtained. Its
calculation is specified in Equation (8).

F (x, y) =
∑

ij

pij
a G(x, y|pij

x , pij
y , pij

τ ) , (8)

where F (x, y) is the keypoint position prediction function. PAF, on the other hand, is
used to connect the detected body parts through the association information to form
a complete human posture. Its output parameter set is calculated as shown in Equa-
tion (9).

Aij = {aij
a , aij

x1, aij
y1, aij

o1, aij
x2, aij

y2, aij
o2} , (9)

where aij
x1, aij

y1, aij
x2, and aij

y2 are the components of the offset vector on the horizontal
axis x and vertical axis y, respectively, and aij

o1 and aij
o2 are correction functions. The

result of the output of the network structure includes three types of outputs, and the
loss values of the three types of outputs are calculated and summed to obtain the total
output of the network. The specific calculation is shown in Equation (10).

LOSSES = BCELoss + SCALELoss + REGLoss , (10)

where BCELoss is the confidence correlation output, REGLoss is the offset vector cor-
relation output, and SCALELoss is the target scale related output.

In this way, in this study an optimized HCGI system is constructed. The local
game interaction system and the cloud game running platform make up the majority of
the system. Among them, the operation process of the game interaction system is as
follows. First, the images are captured by two GB cameras to obtain the raw images
of the current frame. Then, the AI performs algorithm calculations such as keypoint
detection, keypoint uplift, gesture recognition, etc. on the captured images to generate
the composed raw data. Then the data generated by the AI module is encapsulated to
form a JSON file and sent to the cloud via SOCKET communication. The operation
process of the cloud game platform first requires preliminary data processing, including
data reception, parsing, and operation. According to the processed data, the game is

Machine GRAPHICS & VISION 34(3):3–30, 2025. DOI: 10.22630/MGV.2025.34.3.1.

https://doi.org/10.22630/MGV
https://doi.org/10.22630/MGV.2025.34.3.1


18 Optimization of VR human-computer game interaction. . .

rendered, i.e. the processed data is used to generate JPG images. Then the rendered
image data is sent back to the local machine via SOCKET communication, and the
rendering effect is played in the local display module.

4. Performance analysis of optimized VR HCGI system

4.1. Experimental environment and data sources

In the experiment an improved binocular vision technology’s keypoint dimensionality
enhancement algorithm is used to evaluate the ability of the system to handle human
occlusion and interactive performance in VR scenes. The AR game HCI experimen-
tal verification between HCI system and cloud game platform can be conducted. The
software development environment for the experiment is Windows 10 operating system,
PyCharm Community development tool, and PyTorch GPU deep learning environment.
The hardware environment is RTX2060 6 G GPU and 16 G memory. In addition, the
experimental environment also includes a high-performance GPU computing platform,
and uses the Unity 3D engine and OptiTrack optical motion capture system to build a
high-precision interactive VR test environment. The data acquisition of the experiment
adopts a binocular stereo camera array to capture keypoint information under different
occlusion conditions, and optimizes keypoint dimensionality and pose estimation through
deep learning networks. The experimental setup includes several scenarios such as single
person, multiple people, partial occlusion, and heavy occlusion to test the adaptability
and robustness of the algorithm in different complex environments. Specific evaluation
metrics include spatial accuracy indicators such as keypoint prediction accuracy, mean
joint error, and posture estimation accuracy. The inference speed and computational
complexity of the algorithm are measured simultaneously to evaluate its real-time per-
formance. In addition, the experiment uses trajectory smoothness and latency indicators
to verify the smoothness of the interaction, ensuring that the algorithm remains efficient
and stable in complex interaction processes. The specific experimental scene is shown in
Figure 7.

The layout and environmental characteristics of the experimental scenes have a sig-
nificant impact on the performance of keypoint dimensionality enhancement algorithms
in binocular stereo vision technology. As shown in Figure 7, the experiment is conducted
in a specially designed VR interactive space with uniform and controllable lighting con-
ditions to reduce the impact of lighting changes on depth estimation. The lighting
equipment adopts a multi-angle light source arrangement at the top and side to ensure
sufficient illumination in different directions while avoiding strong shadows or overexpo-
sure, thereby improving the image quality obtained by the binocular camera. The exper-
imental space needs to ensure that participants have sufficient activity space to simulate
real-world VR application scenarios. In the experimental environment, some obstacles
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Fig. 7. Example of the experimental scene – a specially designed VR interactive space.

such as tables and chairs, simulated walls, or virtual interactive devices are appropri-
ately placed to test the performance of the algorithm in complex occlusion situations.
The presence of these obstacles can obscure keypoints of the human body, increasing the
difficulty of inferring depth information. In addition, the scene may contain dynamically
moving objects, such as other test subjects or virtual interactive elements, which may
affect the stability of the stereo matching algorithms. By introducing different types of
occlusion, such as partial occlusion and global occlusion, the adaptability of the algo-
rithm in environments of varying complexity are evaluated. Environmental factors have
a significant impact on the experimental results. First, lighting conditions can affect
the quality of binocular matching. Too dark or high contrast environments can lead to
errors in disparity calculation, thereby reducing the accuracy of keypoint dimensionality
enhancement. Second, the arrangement of obstacles affects the occlusion pattern. If the
occlusion is large or has strong reflective properties, it may introduce additional depth
estimation noise. In addition, the background texture characteristics of experimental
scenes can also affect the robustness of binocular matching. In complex backgrounds,
false matches may increase. Therefore, it is necessary to optimize the background ap-
propriately, such as using low-texture backgrounds to reduce interference. Finally, it is
also necessary to consider the installation position and angle of the camera to ensure
that the obtained binocular disparity information can fully cover important parts of the
human body while avoiding depth distortion caused by viewing angle deviation.

The experiment faces several challenges and limitations during implementation and
testing. First, human occlusion is complex and highly unpredictable, especially in multi-
person interactions, where the uncertainty of the occlusion region affects the accuracy
of keypoint dimensionality enhancement. Second, binocular stereo vision relies on high-
quality image matching, but depth estimation can be subject to errors under changing
lighting, dynamic backgrounds, or reflections. In addition, improving the algorithm has a
high computational complexity, and optimizing computational efficiency while ensuring
real-time performance has become a key issue. During the experimental process, it is

Machine GRAPHICS & VISION 34(3):3–30, 2025. DOI: 10.22630/MGV.2025.34.3.1.

https://doi.org/10.22630/MGV
https://doi.org/10.22630/MGV.2025.34.3.1


20 Optimization of VR human-computer game interaction. . .

necessary to balance the accuracy of data annotation with the size of the data, ensuring
that the occlusion data used for training is sufficiently rich to improve the generalization
ability of the model. Hardware limitations are also a factor. Although high-performance
GPUs are used for inference, the computational cost of the model still needs to be
controlled to avoid delays that affect the VR interactive experience. Finally, due to
the involvement of multiple device synchronizations in VR interaction, such as motion
capture systems, VR headsets, and binocular cameras, time synchronization errors can
affect the overall experimental results, requiring additional calibration steps to improve
system consistency.

A total of 100 participants were recruited for the study, including 50 males and
50 females. The age distribution of the selected subjects includes children, adolescents,
middle-aged, and elderly groups. Body types include lean, normal, and overweight.
Moreover, all the participants are without any motor dysfunction.

4.2. Performance analysis of the keypoint dimensional enhancement algo-
rithm with improved PIFPAF algorithm

To investigate the effect of different training strategies of the upscaled human keypoint
detection algorithm on the loss function of the dataset, the study uses Basenet and
Headsnet to train the dataset, respectively. Basene uses pre-trained model initialization
and fine tuning on multi-scale feature maps. During the training process, random data
augmentation is used to improve generalization ability, while the Adam optimizer is
used to dynamically adjust the learning rate to avoid gradient oscillations. Headsnet
uses a multi-task loss function combined with keypoint heatmaps and depth information
monitoring to improve its ability to recover occluded areas. A total of 120 rounds of
experiments were conducted. There were three groups of experiments. Test 1 and Test 3
were all trainded with Basene and Headsnet, respectively. Test 2 contained 50 rounds of
each of the two types of training. The loss function variation curves obtained from the
experiments are shown in Figure 8.

In Figure 8a, the loss functions of all three groups on the training set decrease with
the number of training rounds, and decrease rapidly at the beginning and then stabilize.
Among them, the starting value of the loss function of Test 1 is much higher than that
of the other two groups, which is 8. The starting values of Test 2 and Test 3 are 4.2
and 4.3, respectively. The loss functions of Test 2 and Test 3 have a close trend in the
early stage. However, in the later stage when Test 2 and Test 1 are stabilized, the loss
function changes are closer to each other and both of them are roughly stabilized at
about 1.5. Test 3 stabilizes with a slightly higher loss value, fluctuating within a range
around 2. In Figure 8b, the loss function value of the three experimental training sets on
the validation set decreases with the increase of training rounds. It decreases drastically
in a short period of time, after which the change decreases. However, the volatility
is relatively large, and all of them fluctuate in the range of 0.5 to 2.5. This may be
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a Training set loss curve. b Verification set loss curve.

Fig. 8. Loss function of the experiment on the dataset.

a World coordinates of real points. b World coordinates of predicted points.

Fig. 9. Test results of the dimensional enhancement algorithm on the target position.

due to the diversity of data in the validation set or the difference in the generalization
ability of the model on different data. It can be observed that Test 2 has more rounds
in the validation set in which the loss function value achieves the minimum value.The
experimental results show that the experimental group Test 2, which combines two
network training strategies, has the best training effect. To further verify the feasibility
of this keypoint dimensional enhancement algorithm, the experiment is to localize the
target object by this algorithm and compare the error between the predicted and actual
position. The world coordinates of the actual point are (x, y, z) and the world coordinates
of the predicted point are (x′, y′, z′). A total of 8 experiments are conducted and the
specific results are shown in Figure 9.

In Figure 9a, the position change range of the target object on the x-axis is large
and fluctuates in the range of [30, 120] cm. The position change curves of y-axis and
z-axis are almost symmetrical to each other, and their change ranges are [0, 35] cm and
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Tab. 1. Results of performance comparison of different algorithms.

Algorithm name Improved PIFPAF algorithm OpenPose ResNet50 + YoloV3

NE [%] 0.22 0.25 0.19
OKS 0.97 0.96 0.98

640×480 [fps] 13 4.2 0.75
320×240 [fps] 19 15 0.80
Extendibility High Middle Middle

CPU utilization ratio [%] 15.4 23.1 30.5

[40, 82] cm, respectively. In Figure 9b, the variation ranges of the target object in x-axis,
y-axis and z-axis are [29, 126], [1, 36], [40, 85] cm. Comparing the coordinate change
curves of the target in Figure 9a and 9b, it can be observed that the coordinates of
the predicted object position and the actual position using the keypoint dimensional
enhancement algorithm are very similar to each other, and the total average absolute
error is 2.11 cm. The experimental findings demonstrate that the keypoint dimensional
enhancement method is capable of precisely capturing the target’s shifting location in
space. It has good robustness, and can adapt to different environments and changes in
conditions. To investigate the performance of the improved PIFPAF algorithm, Open-
Pose, and ResNet50 + YoloV3 algorithms are compared. Two metrics, number of er-
rors (NE) and object keypoint similarity (OKS) are calculated. Moreover, the speed of
the algorithms is compared for different resolution images. OpenPose is a multi-stage
CNN-based pose estimation algorithm that uses a bottom-up approach to detect human
keypoints and analyzes limb structure through keypoint correlation. It is suitable for
multi-person pose estimation. ResNet50 + YoloV3 combines deep residual networks with
object detection algorithms, using ResNet50 to extract human features and YoloV3 for
efficient object detection and localization, ensuring the accuracy and real-time perfor-
mance of keypoint detection. The performance comparison between the two in VR HCI
scenarios can help analyze the accuracy and speed advantages of keypoint detection.
Table 1 displays the individual experimental outcomes.

In Table 1, the ResNet50 + YoloV3 algorithm performs best on the NE and OKS
metrics with 0.19% and 0.98, respectively, with the lowest error rate and the highest
keypoint similarity. OpenPose has the worst performance on both metrics, which may
be related to the bottom-up approach adopted by OpenPose. The improved PIFPAF
algorithm, on the other hand, performs in the middle, with NE and OKS of 0.22 and
0.97, respectively. However, in terms of processing speed, the improved PIFPAF algo-
rithm performs faster in both 640×480 and 320×240 resolutions, with 13 fps and 19 fps,
respectively. OpenPose’s processing speed at 640×480 resolution is somewhere in be-
tween at 4.2 fps. However, the processing speed at 320×240 resolution is 15 fps, which
is not much different from the improved PIFPAF algorithm. The processing speed of
ResNet50 + YoloV3 is significantly lower than the other two algorithms, which may be

Machine GRAPHICS & VISION 34(3):3–30, 2025. DOI: 10.22630/MGV.2025.34.3.1.

https://doi.org/10.22630/MGV
https://doi.org/10.22630/MGV.2025.34.3.1


H. Zhu, B. Chen 23

Tab. 2. Statistics of gesture recognition efficiency in 30 tests for each gesture.

Gesture Gesture 1 Gesture 2 Gesture 3 Gesture 4 Gesture 5
open palm clench fist thumbs up victory symbol pointing

Correct identification in 1st run 28 26 29 27 28
Correct identification in 2nd run 1 3 0 1 1
Correct identification in 3rd run 0 1 1 1 1
Correct identification in 4th run 1 0 0 1 0
Correct identification in 5th run 0 0 0 0 0

due to the fact that the algorithm has sacrificed some of its speed in order to obtain
higher accuracy. Due to the improvement of the algorithm structure and the use of par-
allel processing techniques, the testing findings demonstrate that the revised PIFPAF
algorithm greatly boosts processing speed while maintaining higher accuracy.

4.3. Performance analysis of optimized VR HCGI system

To further verify the recognition accuracy of the VR human-computer gaming system
using the improved PIFPAF algorithm and binocular vision optimization for the actual
user actions, in the experiment five static gestures. Moreover, 30 sets of tests were
conducted to recognize the specified gestures in the interaction actions.

In order to standardize the evaluation of gesture recognition accuracy in interactive
systems, five commonly used static gestures were defined and assigned identification
numbers. Gesture 1 is open palm, Gesture 2 is clench fist, Gesture 3 is thumbs up,
Gesture 4 is victory symbol, and Gesture 5 is pointing. These gestures were selected due
to their clear and recognizable visual features, and were repeatedly tested throughout
the entire recognition experiment to maintain consistent gesture identifiers.

The total number of times each gesture was correctly recognized in the repeated test
is shown in Table 2. It can be seen that almost all of the five gestures were recognized
by the interactive system in one recognition run. Among them, Gesture 3 is recognized
in one recognition the largest number of times: 29, and Gesture 2 is recognized in one
recognition the smallest number of times: 26. Moreover, almost most of the gestures are
fully recognized in the first three runs. The results of the experiment demonstrate that
the interaction system can meet the needs of the player by accurately identifying the
user’s gesture movements while they are playing.

The experiment further investigates the recognition of the optimized interactive sys-
tem under different light or environment complexity conditions. Figure 10 displays the
specific outcomes. The graphs in this Figure show the trend of the recognition accuracy
of the system with the number of tests under different lighting environments. Figure 10b
shows the variation of the recognition time with the number of tests under different en-
vironmental complexities. The recognition accuracy under the three lighting conditions
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a The recognition accuracy of the system in different
lighting environments.

b The recognition time of the system in environments
of different levels of complexity.

Fig. 10. System identification performance analysis under different environmental conditions.

shown in Figure 10a is relatively close, with small fluctuations around 0.98. This indi-
cates that the system can maintain stable recognition performance under different light-
ing conditions. This may be due to the system’s strong lighting robustness in the feature
extraction and recognition algorithms, which can effectively adapt to different lighting
environments. As shown in Figure 10b, there is a slight difference in the recognition time
among the three environments in the initial stage. When the number of recognition is 5,
the recognition times for simple, normal, and complex environments are approximately
4.1 s, 4.2 s, and 4.3 s, respectively. As the number of tests increases, the detection time
of the three environments gradually stabilizes around 5.2 s. It can be concluded that
the complexity of the environment has a relatively small effect on the recognition time
of the system, and the system can achieve consistent and stable processing efficiency in
environments of different complexity after adapting to the environment.

Further experiments are conducted to compare the accuracy of posture recognition
among different user groups and dynamic scenarios. Among them, the experiment selects
four movement postures for recognition: jumping, fast turning, deep squatting, and for-
ward sprinting. The results are shown in Figure 11. The graphs in Figures 11a and 11b
show the comparison of pose recognition accuracy for different age groups and motion
poses of each algorithm. In Figure 11a, the improved PIFPAF algorithm performs best
in all age groups, with an accuracy rate higher than 0.95. OpenPose performs poorly in
all age groups, especially in children and middle-aged populations, with accuracy rates
below 0.90. ResNet50 + YOLOv3 performs well in young and middle-aged populations.
This may be due to the large deviation between the body types of children and the elderly
and the standard dataset, which affects the accuracy of the model’s keypoint detection.
As shown in Figure 11b, the improved PIFPAF algorithm performs best in all motion
types, with an accuracy rate around 0.97. The recognition accuracy range of OpenPose
is [0.85, 0.89]. The performance of ResNet50 + YOLOv3 is in between, with a maximum
recognition accuracy of about 0.93 for children. The unstable recognition accuracy of
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a The system’s posture recognition accuracy for users
of different ages.

b The recognition accuracy of different algorithms for
different dynamic scenes.

Fig. 11. Comparison of recognition effects of various algorithms on different groups and motion postures.

Tab. 3. Statistical analysis of keypoint detection algorithm performance.

Index OpenPose
ResNet50

+
YoloV3

Improved
PIFPAF

algorithm

Standard
deviation p

Key-point detection accuracy [%] 85.2 89.5 94.3 3.2 p < 0.05
Interaction response time [ms] 120.4 98.7 85.6 8.5 p < 0.01
Block recovery accuracy [%] 72.8 81.2 92.5 4.1 p < 0.01

False detection rate [%] 14.6 10.2 5.8 2.8 p < 0.05

OpenPose and ResNet50 + YOLOv3 may be attributed to the fact that activities such
as jumping and rapid turning result in brief losses of body keypoints. In contrast, activ-
ities like deep squatting and sprinting forward cause significant displacement, making it
challenging for single frame-based posture recognition algorithms to track reliably. The
improved PIFPAF optimizes keypoint matching through binocular vision, maintaining
high detection accuracy even under various intense movements.

To verify the feasibility of the proposed method, the experiment further conducts a
significance test on the optimized VR HCGI system. The specific results obtained are
shown in Table 3. According to this Table, the optimized VR human-machine game
interaction system performs better in several key indicators. Among them, the accu-
racy of keypoint detection reached 94.3%, which is significantly improved compared to
OpenPose’s 85.2% and ResNet50 + YoloV3’s 89.5%, with p < 0.05. This improvement
is mainly due to the keypoint dimension enhancement algorithm of binocular vision
technology, which effectively enhances the ability to capture spatial information and
improves the accuracy of keypoint recovery under occlusion. In terms of interaction
response time, the average processing time of the improved algorithm is only 85.6 ms,
which is significantly optimized compared to the other two algorithms, with a p < 0.01.
This optimization is due to the lightweight design of the algorithm structure, which
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Tab. 4. Results of key point detection and 3D attitude estimation accuracy.

Index Experimental
group 1

Experimental
group 2

Control
group 1

Control
group 2

Key point
detection accuracy

Average error of
pixel standard 1.2 1.5 2 2.5

Match success rate
[%] 95.2 93.7 89.5 88.7

3D pose
estimation accuracy

Average joint error
[cm] 1.5 1.8 2.2 2.8

Pose estimation
accuracy [%] 94.3 92.5 88.7 85.6

makes the inference process more efficient and reduces the computational overhead. In
terms of occlusion restoration accuracy, the improved algorithm reaches 92.5%, p < 0.01,
The false detection rate of the proposed method is reduced to 5.8% (p < 0.05), further
verifying the robustness of the improved algorithm.To further verify the effectiveness of
epipolar geometry in improving the accuracy of keypoint detection in VR systems based
on binocular vision, as well as the influence of coordinate transformation on the accuracy
of 3D pose estimation, two experimental groups were set up: high calibration accuracy
+ epipolar geometry and high calibration accuracy + epipolar geometry, and two control
groups: low calibration accuracy + epipolar geometry and low calibration accuracy +
epipolar geometry for comparative experiments.

The results obtained are shown in Table 4. In terms of keypoint detection accuracy,
the average pixel error of experimental group 1 is 1.2, and the matching success rate is
95.2%, both of which are better than the average error of 1.5 and the success rate of
93.7% in experimental group 2. The performance of the control group was poor, with
an average error of 2 and 2.5 for control group 1 and control group 2, respectively, and
a success rate of 89.5% and 88.7%, respectively. In terms of 3D pose estimation accu-
racy, the average joint error of experimental group 1 is 1.5 cm, and the pose estimation
accuracy is 94.3%, which is also better than experimental group 2. The control group
had larger errors of 2.2 cm and 2.8 cm, respectively, and lower accuracy rates of 88.7%
and 85.6%. In summary, the experimental group outperformed the control group in
keypoint detection and 3D pose estimation, indicating that high-precision camera cali-
bration and coordinate transformation methods can significantly improve the accuracy
of 3D pose estimation, reduce average joint error, and improve the accuracy of pose es-
timation. Experimental group 1 performed the best, indicating that the algorithm using
epipolar geometry constraints significantly outperformed the algorithm without epipolar
geometry in terms of keypoint detection accuracy and 3D pose estimation accuracy.
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5. Discussion

The experimental results showed that the optimized VR HCGI system outperformed
traditional methods in terms of keypoint detection accuracy, interaction response speed,
and occlusion recovery ability, thus improving the real-time interaction experience in vir-
tual environments. This optimization rendered VR devices more adaptable to complex
action recognition, multi-user interaction, and occlusion environments, and it could be
widely applied in immersive gaming, remote collaboration, rehabilitation training, and
other fields. For example, in sports VR games, the system must accurately recognize
large movements such as running and jumping to provide real feedback. In rehabili-
tation training, optimizing action recognition for different ages and physical conditions
ensures safety and effectiveness. It provided a new solution for the development of VR
interaction technology and laid the foundation for optimizing future intelligent HCI sys-
tems. This advantage was mainly due to the application of binocular vision technology
combined with the keypoint dimensionality enhancement algorithm, which could more
accurately restore occluded keypoints and improve the stability of detection. In terms of
keypoint detection accuracy, experimental results indicated that the improved algorithm
achieved 94.3%, which was significantly improved compared to OpenPose (85.2%) and
ResNet50 + YoloV3 (89.5%). This advantage was mainly due to the deep information
fusion of binocular vision, which allowed the system to exploit multi-view features and
reduce the error of monocular methods in occluded scenes. In addition, the keypoint
dimensionality enhancement algorithm enhanced local features and optimized globally,
making keypoint localization more accurate. In terms of interaction response time, the
optimized algorithm had an average processing time of 85.6 ms, which was nearly 30% less
than OpenPose’s 120.4 ms. This improvement was mainly due to the improved network
structure, which used a lightweight CNN for feature extraction and reduced computa-
tional complexity by optimizing feature matching strategies, making inference faster.
Compared to traditional deep learning methods, this algorithm was more suitable for
real-time interactive applications and improved the user experience. In terms of occlu-
sion restoration accuracy, the improved algorithm achieved 92.5%, a 20% improvement
over OpenPose’s 72.8%. This improvement was due to the introduction of binocular
depth estimation, which allowed the system to make reasonable inferences based on the
spatial information of other keypoints even when some keypoints were occluded. The ac-
curacy was higher compared to methods based on monocular RGB images. In addition,
by combining the Transformer structure for global feature modeling, the system could
infer missing parts from the full pose distribution, further improving robustness. Com-
pared with other studies, some existing research used long short-term memory networks
or gated recurrent units for temporal modeling. However, their computational complex-
ity was large and difficult to meet real-time interaction requirements. The improved
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model used in this study achieved a better balance between computational complexity
and accuracy, and was suitable for efficient HCI systems in VR scenes.

In the process of VR interaction, synchronizing facial keypoint data with voice input
to improve character performance and realism faces many challenges. Firstly, the syn-
chronization of data collection is a crucial issue. The capture of facial keypoints relies
on visual sensors, while voice input relies on audio devices, and there are differences in
sampling rate and processing speed between the two, resulting in difficulties in aligning
data on the timeline. Secondly, the real-time requirements are extremely high. The VR
environment requires a low latency interactive experience, and the synchronization pro-
cessing of facial expressions and speech needs to be completed in a very short time, which
puts extremely high demands on the efficiency of algorithms and hardware performance.
In addition, robustness in complex scenarios is also a challenge. In environments with
multiple interactions or noisy backgrounds, the accuracy of facial keypoint detection
and speech recognition can be affected, which in turn affects the synchronization effect.
Finally, the difference in personalized expression is also a problem. There are significant
differences in facial expressions and voice tones among different users. How to preserve
these personalized features during synchronization while achieving natural and smooth
interaction is a direction that needs further research in the future.

6. Conclusion

To capture and analyze the user’s gesture in real time to ensure real-time performance in
VR environment so as to provide a smoother and intuitive interaction experience, in this
study the PIFPAF algorithm was improved. It was also combined with binocular vision
technology to optimize the VR HCGI operation. The experimental results indicated that
the loss functions of all three tested groups decreased with the increase of training rounds
and then stabilized. Among them, Test 2 and Test 1 were closer to each other in terms
of the variation of the loss function as they stabilized on the training set, both roughly
stabilizing around 1.5. Test 3 had slightly higher loss values as it stabilized, fluctuating
in the range around 2. The loss function values of the three sets of experimental training
on the validation set fluctuated in the range of 0.5 to 2.5 in the later stages, and Test 2
had the highest number of rounds in which the loss function value achieved the minimum
in the validation set. The overall results of the performance verification of the keypoint
dimensional enhancement algorithm revealed that before and after using this algorithm,
the predicted object positions were very similar to the coordinates of the actual positions,
and the total average absolute error was 2.11 cm. The experimental results indicated
that the experimental group combining the two network training strategies had the best
training effect, and the keypoint dimensional enhancement algorithm could accurately
capture the moving position of the target in space with good feasibility. The study
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demonstrated that the proposed method exhibited favorable applicability and accuracy
in gaming scenarios.

However, the research is still limited by experimental conditions in specific environ-
ments, and the robustness under complex lighting and extreme occlusion conditions still
needs to be improved. Therefore, future research will optimize the generalization ability
of the model and combine it with deep learning to improve interaction accuracy. This
can improve the real-time and accuracy of VR interaction systems and provide new ideas
for the development of intelligent HCI technology.
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