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Abstract. Breast cancer is a leading cause of death among women. Early detection can significantly

reduce the mortality rate among women and improve their prognosis. Mammography is the first line procedure

for early diagnosis. In the early era, conventional Computer-Aided Diagnosis (CADx) systems for breast

lesion diagnosis were based on just single view information. The last decade evidence the use of two views

mammogram: Medio-Lateral Oblique (MLO) and Cranio-Caudal (CC) view for the CADx systems. Most

recent studies show the effectiveness of four views of mammogram to train CADx system with feature fusion

strategy for classification task. In this paper, we proposed an end-to-end Multi-View Attention-based Late

Fusion (MVALF) CADx system that fused the obtained predictions of four view models, which is trained for

each view separately. These separate models have different predictive ability for each class. The appropriate

fusion of multi-view models can achieve better diagnosis performance. So, it is necessary to assign the proper

weights to the multi-view classification models. To resolve this issue, attention-based weighting mechanism is

adopted to assign the proper weights to trained models for fusion strategy. The proposed methodology is used

for the classification of mammogram into normal, mass, calcification, malignant masses and benign masses.

The publicly available datasets CBIS-DDSM and mini-MIAS are used for the experimentation. The results

show that our proposed system achieved 0.996 AUC for normal vs. abnormal, 0.922 for mass vs. calcification

and 0.896 for malignant vs. benign masses. Superior results are seen for the classification of malignant vs

benign masses with our proposed approach, which is higher than the results using single view, two views and

four views early fusion-based systems. The overall results of each level show the potential of multi-view late

fusion with transfer learning in the diagnosis of breast cancer.

Key words: breast cancer, mammogram, four-view mammogram, information fusion, late fusion, transfer

learning.

1. Introduction

Breast cancer is one of the most death-causing invasive diseases among women. In 2018,
2.1 million cases of breast cancer were recorded by the World Health Organization
(WHO) and 627 000 women died of breast cancer, which is 6.5% of all cancer-related
deaths in that year [49]. The death rate has been decreasing since the last few decades.
The decrease is due to the advancement in early diagnosis, treatment, and awareness
about the symptoms [37]. However, in the past years women death rate was still high
due to the diagnosis is frequently still too late. Early diagnosis prevents the patient
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from invasive tumor and it also increases the survival rate by five to ten years. Mam-
mography is a reliable and initial diagnostic method for early diagnosis of breast cancer.
Mammograms are low energy X-rays of the breast and radiologist use it to identify the
abnormalities in the breast. Breast screening has been performed on two views: Cranio-
Caudal (CC) and Medio-lateral Oblique (MLO) of the left and right breast. CC view is
top-down screening and MLO view is taken under 45 degrees [19,46].

Breast cancer includes calcifications and masses. Calcifications are the deposits of
calcium in woman’s breast and can be shown clearly as white dots in the screening
process. There are further two types of calcification: macrocalcifications and micro-
calcifications [29]. Macrocalcifications are large white spots that are considered as the
non-cancerous and are dispersed randomly in the breast. Microcalcifications are the
small white deposits of calcium and are mostly considered as non-cancerous. Although,
if these deposits are clustered together then this may be alarming as early breast can-
cer [47]. Masses are the lesions in woman’s breast that can be cancerous or non-cancerous.
The benign masses, that is, the non-cancerous ones are smooth or oval in shape with
circumscribed boundary. The masses that are known as cancerous, that is, malignant,
spread into their neighborhood by forming spicules. Diagnosis of masses is a challenging
task due to the variations in their shape, appearance and size [29]. However, manual
detection of the symptoms of cancer using mammograms is susceptible to human errors
and laborious due to variability. In the current technical era, Computer-Aided Diagno-
sis (CADx) systems are used for reliable and fast diagnosis of disease. CADx systems
have potential to reduce the heavy workload of the radiologist. These systems served as
a second reader to improve the accuracy of the final decision.

In the last few years, deep learning has become one of the most successful methods
in computer vision tasks [25]. Especially, Convolution Neural Networks (CNNs) have
been proved as the reason for the boom of deep learning. Deep learning-based CADx
systems [11, 13, 36] have attained the level appropriate for producing more realistic so-
lutions in tumor diagnosis. The four major steps are involved in CNN-based CADx
systems to assist the radiologist in making the final decision [50]. Firstly, the prepro-
cessing step is performed to remove the noise from images. In the second step the region
of the tumor is segmented out from the image. The feature extraction task is carried
out for the region of the tumor in the third step. In the last step, the tumor classifica-
tion task is performed. Traditional CADx systems were based on manual handcrafted
features, which have shown the limited accuracy for complex problems. Several studies
have been performed to build a CADx system for breast lesion classification and de-
tection. In 2013, Kozegar et al. [27] used the traditional feature selection and machine
learning techniques for iterative breast segmentation. Their proposed system had the
ability to classify the segmented region of the lesion. Other results and the literature on
the segmentation-based mammography analysis systems can be found for example in [7].

A number of recent studies have been published on fully automated CNN-based
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Fig. 1. Examples of ROIs of four mammographic views in the CBIS-DDSM dataset.

CADx system for tumor detection and classification tasks [8, 11, 13, 22]. The deep
learning-based CADx systems have been introduced for different medical domains, for
example brain tumor detection, lung disease diagnosis, lymph node, breast cancer diag-
nosis, and many others. We mainly focused on breast lesion classification [4, 5, 8, 10, 18,
32,33,34]. CNN is an end-to-end supervised learning process without any descriptor on
the whole raw image. CNN learns the discriminant features automatically and its most
surprising characteristic is that it achieves good generalization for vision tasks with the
2D input images [29].

Deep CNNs are more complex architectures than CNNs and require a large amount
of data to train a model. Due to high computation complexity, training the model
on a small amount of data leads to overfit. To overcome this problem, the transfer
learning is used. Transfer learning is a technique of transferring the knowledge from
one domain to another domain. In medical imaging, where small datasets are available,
transferring of knowledge from another domain has been very effective. The knowledge
transfer consists in using a network which is pre-trained on images coming from some
domain. There are two modes of transferring the knowledge: first, transferring the
knowledge from the medical domain, and second, transferring the knowledge from some
other domain, for example, the domain of natural images. The current evidences show
the high performance of using pre-trained models to achieve better accuracy [12, 22,
29, 36]. In recent years, the authors achieved reasonable accuracies for breast cancer
detection and classification task using the transfer learning techniques [2, 12,29].

Information extracted from multi-view images is more significant for decision mak-
ing than that extracted from a single view. Multi-view mammograms are used by the
radiologist to make a final decision. We will overcome the problem of not gaining profit
from the multi-view nature of mammograms in CC and MLO views. In the previous
studies, most of the research has been based on single-view images in the development of
a CADx system. Breast screening provides the four views: Right MLO (R-MLO), Left
MLO (L-MLO), Right CC (R-CC) and Left CC (L-CC) of mammograms as shown in
Fig.1. Radiologists always start from the CC view, and when they find any abnormalities
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in this view they check the information from all views for making a final decision. Most
of the studies focused on the CADx systems based on just two views (CC and MLO
mammograms) [8,9]. Recent studies focused on the four-views information-based CADx
systems which achieved the best accuracy for breast lesion classification. Multi-view
information fusion mainly focuses on the analysis of mammograms using CC and MLO
views of the left and right breast. Information fusion is based on two strategies: early
fusion and late fusion. Early fusion is used to fuse the extracted features of different
models and late fusion is based on combining the results of classification of the multiple
models. The results of two-views CC and MLO models are fused to classify the breast
lesion into malignant and benign [17] and produce significant results in terms of accu-
racy for the classification task. In the recent study, Khan et al. proposed a Multi-View
Feature Fusion (MVFF) based CADx system that includes three stages [26].

Nevertheless, the multi-view information fusion has gained more success in recent
years in context of breast cancer. According to the previous studies on the mammo-
graphic views, the breast screening is performed on bilateral view, CC and MLO, of
right and left breast. Bassett et al. [6] believed that the CC view, with particular em-
phasis on the medial view imaging, conveys the most significant information. The CC
view is the medial view in screening and has a great aspect of deep tissues to be vi-
sualized. Normally, these deep tissues in medial aspect of breast are not possible to
capture in the MLO lateral view [6, 19, 45]. However, both projections are complemen-
tary to capture the most accurate information. In current era, one of the key challenges
is to overcome the high False Positive Rate (FPR) that existed in the previous CADx
systems. The four-view fusion systems reduce the high FPR [24]. Wei et al., in 2011,
proposed a computer-aided detection system of four view information fusion for mass
detection [48]. In comparison with single-view their system performed better in terms
of accuracy and FPR. In 2015, Yanfeng Li et al. [30] proposed a bilateral image analysis
scheme for mass detection to reduce the FPR. The results show the significance of pro-
posed system in which the approach of bilateral analysis for mass detection reduce the
FPR. Among the methods of breast mass detection [30,31,48] few of the research works
on the multi-view information fusion for classification task [41, 51] use the multi-agent
and feature fusion approach, respectively. The results show that the decision fusion
mechanism reduces the problem for the classification task. Since the many masses are
difficult to identify in one view and give more information in the other view, the late
fusion approach reduces the FPR [51]. The four-view information fusion-based CADx
systems can be considered as the simulation of radiologist’s interpretation and are able
to serve as a second reader.

The main focus of this research is to utilize the effectiveness of attention-based
weighted late fusion in CADx systems to reduce the false positive rate for mammo-
gram classification. In the late fusion, separate deep CNN models are trained for each
view, i.e., L-CC, R-CC, L-MLO, and R-MLO of mammograms. The pre-trained CNN
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architectures are used to fine-tune on mammograms to classify the breast lesions. The
obtained results of trained models are fused to achieve the best performance in terms of
classification of breast masses. The proposed Multi-View Attention-based Late Fusion
(MVALF) model outperforms the multi-view model and provides the state-of-the-art
technique for mass classification tasks. Our proposed system is evaluated on benchmark
dataset CBIS-DDSM (references will be given in Subsection 3.1). The main contributions
of this research are as follows.

•A novel attention-based weighting algorithm is proposed to increase the effectiveness
of our multi-view late fusion-based CADx system. Each model has its own predictive
ability, therefore assigning the equal weights to all the models is not a good approach.
In this regard, attention-based weighting algorithm assigns the higher weights to those
models which have higher sensitivity.

•A Multi-View Attention-based Late Fusion (MVALF) system is proposed for the di-
agnosis of breast cancer. The main contribution of this work is to efficiently take the
advantage of the four mammographic views of each patient because conventionally
developed CADx systems have used two views information and ignored the impor-
tance of late fusion of separately trained multi-view models. The proposed MVALF
approach yields good performance measures and shows the effectiveness of late fusion
for four-view models to reduce the false positive rate.

•The end-to-end system is proposed, which is not limited to just classify the mam-
mogram into cancerous or non-cancerous. The proposed MVALF-based CADx has
the ability to classify the mammogram at different levels. The first level is about the
classification into normal and abnormal. At the second level, the mammograms are
classified on the basis of their abnormality. Finally, at the last level the mammograms
are classified according to their level of pathology.

This paper proceeds as follows: Section 2 presents the literature review, Section 3
describes the methodology, Section 4 gives the details of experimentations and the results
are discussed in it, and finally Section 5 concludes the paper.

2. Literature review

Many studies have been published on CNN-based CADx systems for breast cancer clas-
sification. Chakraborty et al. [10] proposed a novel method that was used to detect non-
palpable breast cancer. The automatic diagnosis is difficult due to variability in size,
irregularities in shape and occlusions in breast tissue. The proposed method classifies
the masses along with characterized oriented tissue and multi-resolution features using
Gray-Level Co-Occurrence Matrix (GLCM) and Angle Co-Occurrence Matrix (ACM).
Recently Ribli et al. used fast Region-based CNN (R-CNN) for mass detection and clas-
sification into malignant and benign [34]. They achieved state-of-the-art performance on
the INBreast dataset and their system reached high sensitivity with few false negatives,
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and with AUC of 0.85. Al-masni et al. [4] in 2018 proposed a YOLO-based CADx system
for breast cancer detection. Their CADx system detects the location and diagnoses the
masses and classifies them into benign and malignant class using CNN. The last fully
connected layer of architecture is trained on ROI-based mammograms. In 2017, Lotter
et al. [32] proposed a methodology for breast cancer mass detection and segmentation.
The author proposed a patch-based CNN classifier for lesion classification and achieved
0.92 AUC. In another study, Akselrod-Ballin et al. [3] used fast R-CNN to detect the
breast abnormalities on the INBreast dataset and achieved TPR 0.93 and FPI 0.56 for
mass mammograms.

Chougrad et al. [12] explored the importance of a pre-trained model and determined
the best strategy to train CNNs architectures. They focused on the use of the pre-trained
model for classification of breast lesions. The pre-trained models VGG16, ResNet50 and
InceptionV3were used instead of random initialization. The proposed full framework for
breast cancer screening achieved AUC of 0.9 for masses classification into benign and ma-
lignant. Recently, in 2019 Hua Li et al. [29] proposed an improved DenseNet for mammo-
gram classification into benign and malignant class based on a deep learning pre-trained
model. The proposed model, DenseNet II, performs the classification task accurately
and effectively. AlexNet, VGGNet, GoogleNet, DenseNet and the proposed DenseNet II
were trained on processed data. The authors claimed that the system was robust and
good at generalization. In the same year, Agarwal et al. [2] proposed a patch-based CNN
for automated mass detection. The transfer learning models (ResNet50, VGG16, Incep-
tion) were used to train on the CBIS-DDSM dataset and the evaluation revealed that
InceptionV3 performed the best on automatic mass detection. The evaluation results
demonstrated that patch-based transfer learning CNNs performed substantially well for
mass detection on CBIS-DDSM.

While the previous networks were trained on a single view and two views of mammo-
grams, recent years witnessed great advancement in multi-view information-based CADx
systems and information fusion of different models attained the state-of-the-art perfor-
mance [1]. Carneiro et al. proposed a multi-view based CADx system for breast cancer
risk prediction using two views of mammograms [8, 9]. Tan et al. proposed a four-view
based feature fusion model for near term breast cancer risk prediction [43]. Jiao et al. [23]
created and trained a CNN-based CADx system by combining the results of two classi-
fiers and classified the mass mammograms into malignant and benign. They concluded
that the results obtained from multi-view model fusion achieved higher classification per-
formance than that using a single view. A similar work has been proposed in 2019, Khan
et al. used the early fusion strategy to diagnose the tumor in breast. They utilized the
extracted mammographic information of four views. The system had the capability to
classify the tumor into malignant and benign. They achieved the classification accuracy
of 77% and AUC of 0.84 [26].
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In our work, we focus on the attention-based weighted late fusion technique by uti-
lizing the four views of mammogram.

3. Materials and methods

In this section, we first describe the publicly available datasets, data pre-processing, data
augmentation, CNN architectures used for our proposed system, evaluation metrics for
testing the performance of CADx system, and the overall methodology with attention-
based weighting algorithm.

3.1. Dataset

In this study, the dataset that we used to perform the experiments on our proposed
MVALF based CADx system were CBIS-DDSM and mini-MIAS. DDSM [20,21] was the
first version of CBIS-DDSM. It contains the digital images of mammographic screening
of 2 620 patients. It contains the verified pathology information (benign and malignant)
of each case. The four view information for each case is available with MLO and CC
views of the left and right breasts. CBIS-DDSM [39, 44] is a subset of images selected
from the original dataset and curated by expert radiologists [15,28]. It has been used for
the training and also for performance evaluation of the proposed MVALF system. The
images are compressed and converted into DICOM format. The Mammographic Image
Analysis Society (MIAS) is another curated digital mammographic dataset of breast
lesions [40] with images of resolution 1024×1024 pixels. The analysis is performed on
extracted ROI images of 224×224 pixels of mini-MIAS [14] for normal class. Table 1
shows the detailed description of the train and test split of mammographic dataset using
four views.

3.2. Data pre-processing

In order to enhance the performance of the CADx system, we need to perform some
mandatory task to make the data clarity better for training a model. We used the
ROI-based mammograms from the publicly available dataset. We also performed image

Tab. 1. Dataset description of mammograms in CBIS-DDSM and mini-MIAS.

Abnormality Type Training Testing Total
Normal 3008 512 3520
Abnormal 2864 12 3376
Calcification 1546 256 1802
Mass 1318 256 1574
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pre-processing such as contrast and brightness enhancement, resizing and image normal-
ization on the selected datasets. The pre-processing helps to achieve better classification
accuracy.

3.3. Data augmentation

Deep learning models perform better when we have a large amount of data. The data in
medical imaging domain are very limited in size. The scarcity of the dataset in training
the deep learning models leads them to overfit. Data enhancement or data augmentation
is an approach to help increase dataset size. It also leads to better robustness and helps
to prevent overfitting when training is done on a smaller dataset. We performed data
enhancement on our dataset to improve the performance of the system. The images
were augmented by rotating by a 0-45 degree angle, the shearing in the range of 0.2,
zooming in the range of 0.2, horizontal shifting in the range of 0.2 of the image width,
and vertical shifting in the range of 0.2 of the image height. The horizontal flip and
vertical flip were performed, and to fill newly created pixels the fill mode strategy was
applied. The augmented images were different from each other and there was no exact
copy of any of the original images.

3.4. CNN architectures

CNNs are trained on images to recognize the visual pattern with minimal preprocessing.
We analyzed the well-known transfer learning models on ImageNet (natural images) [16]
along with fine-tuned layers on mammograms. The ImageNet is a dataset containing mil-
lions of natural images. ImageNet Large Scale Visual Recognition Challenge (ILSVRC)
is a competition for classification and object detection held every year [1, 16]. We have
evaluated the performance in the classification of mammograms of the three well known
CNN architectures that have been the winners of ILSVRC.

3.4.1. VGGNet

Simonyan et al. in Visual Geometry Group (VGG) from University of Oxford proposed
VGGNet [38]. It was much deeper than the previous networks. They used the filter size
of 3×3 instead of 5×5, 7×7 or 11×11, as in AlexNet [35]. The network was runner-up
of ILSVRC 2015 challenge for image classification with top five error rate of 7.3% and it
also performed best in the image localization task. There are many versions of VGGNet;
however, VGG16 and VGG19 are the most popular. VGG19 performed better than
VGG16 although it is computationally more expensive.

3.4.2. InceptionV3

GoogLeNet was the winner of ILSVRC in 2014 for image classification with top five
error rate of 6.7%. Szegedy et al. [42] from Google designed a much deeper network with
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22 layers. A novel element known as the inception module was introduced to reduce the
computational complexity of the network. In this network the number of parameters
was reduced from 60 million (AlexNet) to 4 million.

3.4.3. ResNet50

Residual block network won the ILSVRC 2015 with 3.6% error rate [35]. It is a much
deeper network than others with 152 layers. It consists of a residual block where each
block contains two 3×3 convolution layers. Skip connections are used in ResNet to
remove the vanishing gradient problem [25]. ResNet50 achieved good performance in all
tasks such as localization, classification and object detection in ILSVRC.

3.5. Performance Evaluation

The CADx system is evaluated for the correct classification of mammograms. The model
is evaluated using sensitivity, specificity, and accuracy as the measures of classification
quality. Sensitivity is the True Positive Rate (TPR) and specificity is the True Negative
Rate (TNR). Accuracy is measured by the performance of the model in terms of general
correctness. We also evaluated the model using the ROC curve and the Area Under the
ROC Curve (AUC). ROC curve is a 2-axis presentation with sensitivity on the y-axis
and False Positive Rate (FPR) on the x-axis that is calculated as 1 − specificity. In
the following Equations (1) to (3), sensitivity, specificity and accuracy are calculated in
terms of the numbers of True Positive (TP), True Negative (TN), False Positive (FP),
and False Negative (FN) classifications.

Sensitivity = TPR =
TP

TP + FN
, (1)

Specificity = TNR =
TN

TN+ FP
, (2)

Accuracy = ACC =
TP+ TN

TP+ FN+ FP + TN
. (3)

3.6. Proposed four-view model fusion

A fully automated deep CNN-based framework is proposed for mammogram classification
using Regions of Interest (ROI’s) as input images. Firstly, the dataset is divided into four
views: L-CC, R-CC, L-MLO, and R-MLO. Afterwards, the four models are trained on
each view separately for all patients. The obtained results from four models of all views
are combined to generate the final prediction for mass classification. The prediction
fusion of multiple models is known as late fusion [24].

We applied the late fusion strategy on the trained model of each view to generate the
final decision. The radiologists also examined the mammograms in the same manner to
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make the final decision about the abnormalities. We performed many experiments with
variations in hyperparameters. The experiments were made with four view-based CADx
systems with various pre-trained models along with the fine-tuning strategy. Fig. 2 shows
the proposed MVALF based CADx system for the breast mammogram classification.

3.6.1. Network training

The first stage of the proposed system is related to the model training. At this stage, we
fine-tuned the deep CNN models for each view, i.e. L-CC, R-CC, L-MLO, and R-MLO,
separately. The best fitted fine-tuned layers have been selected after performing various
experiments using different numbers of freezing layers. We also performed experiments
for two-view and multi-view cases using pre-trained models. Finally, we concluded from
the results that the pre-trained models performed better on multi-view information while
the number of datasets was limited. It can be observed that the transferring of knowledge
from one domain to another domain helps to achieve better accuracy.

3.6.2. Multiview late fusion strategy

The last level of our system represents the fusion of four view results, which were obtained
from the model training phase of each view separately. In breast cancer the screening
mammograms are taken from two angles: MLO and CC of left and right breasts. The
radiologist makes a final decision after viewing the information from four views. Our
proposed CADx system is capable of classifying the mammograms using the four views.
Afterwards, the results of all models are fused using the attention-based weighted late
fusion strategy and the final decision of the diagnostic task is achieved. The details of
the personalized weighting algorithm to prioritize the models are discussed in the next
paragraphs.

Attention-based weighting algorithm After training theM models (whereM = 4)
on the four views of mammogram, they have the ability to classify the unseen data into
the respective binary classes. Their output is fused to make the final decision. Rather
than considering the information of all views equally, the Attention based Weighting
Algorithm (AWA) has been adopted. It calculates the weights of predictive score for
each view of the models based on their sensitivity to increase the TPR and decrease the
FPR.

Let model1,model2,model3, . . . ,modelM be the M models and R1, R2, R3, . . . , Rn

be the classification results, each of the specific model. Suppose that C is the number
of classes of the given dataset labelled as class1, class2, class3, . . . , classC . The matrix
W = (wm), 1 ≤ m ≤ M is the weight matrix of M models. The testing image is
classified by assigning the label of the model according to the highest score.

In our proposed framework, W is calculated based on TPR. According to the previous
studies on the mammogram views, the breast screening is performed on bilateral view
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CC and MLO of right and left breast. However, both projections are important to
capture the more accurate information. The highest weight is assigned to the view with
the highest sensitivity. In our case, the total number of classes is C = 2 and the number
of models is M = 4. The pseudo code for our AWA is presented in Algorithm 3.1.

Algorithm 3.1 Attention-based Weighting Algorithm

for modelm ← model1 to modelM do
TruePos(m)← ⟨number of true positive instances in⟩(modelm)
FalseNeg(m)← ⟨number of false negative instances in⟩(modelm)
SensitivityM(m)← TruePos(m)/(TruePos(m) + FalseNeg(m))
W (m)sen ← SensitivityM(m)

end for

4. Results and discussion

In this study, we used the attention-based late fusion strategy and evaluated the different
CNN architectures for the classification of mammograms into three levels: mammogram
classification, abnormality classification, and pathology classification. Furthermore, we
performed experiments on a single view, two views and four views with the early fusion
strategy for the comparative study with our proposed CADx system.

4.1. Experimental setup

In the experimental environment, the input size of the ROI image was 224×224. The
ROI-based images were pre-processed before training on the CNN architectures. We
used the stochastic gradient descent optimization algorithm with 0.0001 learning rate
with a momentum of 0.9. The categorical-cross entropy was used as the loss function
and the batch size was set between 20 to 50 for training. The dataset had a split of 0.2
for the validation set to evaluate the performance of the correct classification of mam-
mograms. We used the experimental setup for training our models with the specification
of NVIDIA Tesla P100, 16 gigabytes of memory, CUDA 10.1 version, Keras 2.2.5 version
with TensorFlow 1.15.0 at the backend. The stopping criteria for training the model was
set to 200 epochs with the patience level of 15.

4.2. Transfer learning and fine tuning

The transfer learning technique is used in our proposed methodology with fine-tuning
strategy. The state-of-the-art pre-trained models (i.e. VGGNet, GoogleNet, ResNet)
were trained on the public dataset of ImageNet that contains the natural images of
1000 classes. We removed the last fully connected classification layer of the pre-trained
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Tab. 2. The total number of parameters that need to be trained on mammograms using
CNN models.

CNN Models Total Layers Freezing Layer Trainable Parameters Batch Size
VGG19 22 14 14 158 848 50
InceptionV3 311 170 16 338 816 50
ResNet50 175 100 19 452 928 50

models and added two fully connected layers. The first layer has 300 connections and the
second layer is used for final classification with two neurons. The approach of freezing
layers in the pre-trained model reduces the number of trainable parameters. This helps
overcome the problem of computational complexity in deep CNN models. The last,
fully connected layers that are fine-tuned on mammograms surpass the overfitting which
occurs due to random initialization in deep CNN networks.

The Table 2 shows the total number of layers, freezing layers of pre-trained models,
total number of trainable parameters and batch size which was used in our experiments.

4.3. Monitoring the performance of our model

The basic structure of our proposed model is shown in Fig. 2. Our proposed MVALF
based CADx system classifies the mammograms at three levels. The first level presents
the classification of normal and abnormal mammograms. The second level describes the
classification of abnormality into calcification and mass classes. The last level is about
the classification of pathology into malignant and benign classes.

4.3.1. Classification into Normal and Abnormal

In the first level, classification of Normal and Abnormal classes is performed using the
proposed MVALF based CADx system. The MVALF based CADx system outperformed
the single view, two views and four views-based early fusion. Table 3 shows the perfor-
mance of the proposed model. The model achieved a good balance between TPR and
FPR. The use of transfer learning improves the performance of the proposed system. The
four-view models use the weighted information fusion strategy on the basis of TPR, that
helps to achieve the AUC of 0.996 shown in Fig. 3. Our proposed MVALF performed
better on all the pre-trained models. InceptionV3 and ResNet50 performs slightly bet-
ter with respect to VGG19. The achievements of the proposed model in comparison
to previous studies are shown in Table 6. The proposed MVALF based CADx system
performs 7% better than multi-view, two-view and single-view feature fusion.

4.3.2. Classification into Mass and Calcification

Secondly, experiments were performed to classify the abnormality into Calcifications
and Masses. The experimental results in Table 4 show the preformance of the proposed
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(c)
Fig. 3. ROC plotting for Normal and Abnormal classification. The testing performance

of (a) VGG19, (b) InceptionV3, and (c) ResNet50 is presented, using the pro-
posed MVALF-based CADx system.
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Tab. 3. Performance measures of proposed MVALF for the classification of Normal
vs. Abnormal mammograms.

Models Views Training Accuracy Testing Accuracy Sensitivity Specificity AUC
VGG19 R-CC 96.5%±0.88% 99.22%±0.68% 98.46% 100% 0.992

L-CC 99.33%±0.57% 98.83%±0.22% 99.21% 98.45% 0.988
L-MLO 99.00%±0.98% 98.83%±0.90% 97.71% 100% 0.989
R-MLO 99.54%±0.22% 98.05%±0.90% 96.24% 100.00% 0.981
Proposed Multiview
(Late Fusion)

– 99.22%±0.78% 100% 98.44% 0.992

InceptionV3 R-CC 98.01%±1.2% 97.66%±1.50% 98.41% 96.92% 0.977
L-CC 99.26%±0.53% 99.22%±0.71% 99.22% 99.22% 0.992
L-MLO 99.93%±0.07% 99.22%±0.41% 99.22% 99.22% 0.992
R-MLO 99.99%±0.10% 99.61%±0.59% 99.22% 99.00% 0.996
Proposed Multiview
(Late Fusion)

– 99.61%±0.29% 100% 99.22% 0.996

ResNet50 R-CC 98.45%±1.50% 99.22%±0.11% 100% 98.46% 0.992
L-CC 97.44%±2.10% 99.61%±0.30% 99.22% 100% 0.996
L-MLO 99.56%±0.15% 99.22%±0.13% 98.46% 100% 0.992
R-MLO 98.28%±1.17% 98.83%±1.23% 98.45% 99.21% 0.988
Proposed Multiview
(Late Fusion)

– 99.61%±100% 100% 99.22% 0.996

MVALF-based CADx system. The late fusion of four-view models with their attentional
mechanism VGG19 performs better with our proposed late fusion strategy in terms
of AUC. However, the MVALF model achieved higher specificity with InceptionV3 in
contrast with low sensitivity as compared to VGG19. The main reason behind the best
performance of VGG19 for abnormality classification is the good quality of models for
each view, i.e. R-CC, L-CC, L-MLO and R-MLO. The weights are assigned on the basis
of sensitivity, as each separate model in VGG19 has high sensitivity, so that the model
with higher weights improves the overall performance of the system. The model achieves
the AUC of 0.922, testing accuracy of 92.12%, sensitivity of 93.55%, and specificity of
90.91%. Fig. 4 shows the ROC curvec of VGG19, InceptionV3 and ResNet50, and as
it is clearly shown in the figure, this ensemble of the weighted information of all the
views leads to achieving good performance in terms of AUC. The comparison study
of the proposed model and the previous approach is shown in Table 6. This study
shows the clear difference between the impact of different transfer learning models. The
depth of each model has a different impact on the results of the classification task. The
VGG19 with very few trainable parameters has achieved good accuracy and AUC for
the abnormality classification.

4.3.3. Classification into Malignant and Benign

We performed different experiments for the two-class classification into Benign masses
and Malignant masses. Table 5 shows the different experimental results of each view
separately and for our proposed MVALF-based CADx system. The proposed system
performed best for the classification task and achieved AUC of 0.896, testing accuracy of
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Fig. 4. ROC plotting for Calcification and Mass classification. The testing performance

of (a) VGG19, (b) InceptionV3, and (c) ResNet50 is presented, using the pro-
posed MVALF based CADx system.
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Tab. 4. Performance measures of proposed MVALF for the classification of Mass vs. Cal-
cification mammograms.

Models Views Training Accuracy Testing Accuracy Sensitivity Specificity AUC
VGG19 R-CC 95.09%±1.53% 86.72%±.23% 87.30% 86.15% 0.867

L-CC 87.79%±1.98% 84.38%±1.57% 84.38% 84.38% 0.844
L-MLO 88.67%±1.53% 82.81%±1.98% 83.21% 80.00% 0.828
R-MLO 97.89%±0.98% 92.19%±0.54% 82.19% 82.19% 0.922
Proposed Multiview
(Late Fusion)

– 92.19%±1.56% 93.55% 90.91% 0.922

InceptionV3 R-CC 89.26%±1.98% 78.13%±2.14% 100% 69.57% 0.781
L-CC 79.10%±2.34% 77.34%±2.19% 79.60% 87.23% 0.773
L-MLO 79.93%±2.19% 75.00%±2.78% 76.67% 73.53% 0.750
R-MLO 89.02%±1.78% 85.61%±1.78% 84.12% 79.22% 0.852
Proposed Multiview
(Late Fusion)

– 86.72%±1.57% 78.33% 94.12% 0.876

ResNet50 R-CC 86.45%±0.98% 75.78%±0.98% 69.41% 88.37% 0.758
L-CC 87.44%±0.97% 85.16%±1.65% 84.62% 85.71% 0.852
L-MLO 77.09%±2.19% 68.75%±2.45% 68.18% 69.35% 0.688
R-MLO 78.21%±1.57% 69.53%±2.98% 63.16% 87.88% 0.695
Proposed Multiview
(Late Fusion)

– 81.25%±1.54% 77.33% 86.79% 0.811

89.91%, the sensitivity of 86.71%, and the specificity of 94.39%. The performance of our
system in term of the ROC curve is shown in Fig. 5. Furthermore, for the comparative
study we also performed experiments with single view, two views and four views feature
fusion for the mass classification. The results presented in the Table 6 show that our
proposed MVALF-based system outperformed and was able to surpass the state-of-art
multi-view models.

The comparison between three different state-of-the-art pre-trained models are shown
in Fig. 5. The pre-trained model VGG19 outperforms InceptionV3 and ResNet50 for
the mass classification in MVALF system. However, our proposed system achieved best
results with AUC of 0.896 in contrast with single view, two views and four view early
fusion based system which have obtained AUC of 0.737, 0.842 and 0.769, respectively.
The proposed MVALF model performs 5% better than the multi-view feature fusion
model, 5–10% better than the single and two-views models. The MVALF based CADx
system provides a benchmark approach of information fusion for classification tasks into
the medical field, especially for breast cancer where four-view information of the patient
is available. Table 5 depicts the performance measures of our proposed classifier into
Benign and Malignant cases.

4.3.4. Comparison summary of our work with others

The comparison study was performed to evaluate the performance of our proposed
MVALF-based CADx system in comparison to previous studies that use the deep CNN
models for mammogram classification tasks. For instance, we compared between single
view and two views. Furthermore, we compared our proposed system with the recent
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Fig. 5. ROC plotting for Benign and Malignant classification. The testing performance

of (a) VGG19, (b) InceptionV3, and (c) ResNet50 is presented, using the pro-
posed MVALF based CADx system.
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Tab. 5. Performance measures of proposed MVALF for the classification of Malignant
mass vs Benign mass mammograms

Models Views Training Accuracy Testing Accuracy Sensitivity Specificity AUC
VGG19 R-CC 96.57%±1.67% 88.64%±1.57% 88.59% 88.71% 0.886

L-CC 81.33%±0.98% 78.82%±2.18% 75.90% 83.45% 0.783
L-MLO 88.67%±0.45% 69.81%±2.14% 66.83% 75.89% 0.689
R-MLO 75.54%±1.56% 66.20%±2.91% 62.35% 79.35% 0.647
Proposed Multiview
(Late Fusion)

– 89.91%±1.57% 86.71% 94.39% 0.896

InceptionV3 R-CC 89.26%±1.98% 77.77%±2.13% 70.50% 79.76% 0.811
L-CC 73.10%±2.41% 67.40%±1.54% 75.44% 89.00% 0.851
L-MLO 79.93%±1.58% 70.51%±3.20% 72.96% 77.67% 0.791
R-MLO 84.02%±1.11% 75.26%±2.91% 73.00% 70.69% 0.785
Proposed Multiview
(Late Fusion)

– 80.07%±2.01% 98.73% 78.43% 0.860

ResNet50 R-CC 86.45%±1.45% 78.07%±2.10% 78.57% 77.59% 0.781
L-CC 87.44%±1.98% 84.21%±1.98% 78.26% 93.33% 0.868
L-MLO 77.09%±2.19% 78.95%±2.78% 76.67% 73.91% 0.842
R-MLO 68.21%±2.98% 76.84%±1.98% 77.50% 86.21% 0.789
Proposed Multiview
(Late Fusion)

– 83.33%±1.57% 94.64% 72.41% 0.851

Tab. 6. Comparison with different mammography classification techniques using state-
of-the-art pre-trained models on the CBIS-DDSM dataset.

Views Models Normal or Abnormal Mass or Calcification Malignant or Benign
Single View VGG19 0.940 0.877 0.737

InceptionV3 0.907 0.875 0.692
ResNet50 0.914 0.862 0.644

Two View VGG19 0.998 0.844 0.843
InceptionV3 0.938 0.842 0.821
ResNet50 0.971 0.883 0.811

Four Views (Early Fusion) Small VGGNet [26] 0.934 0.923 0.769
Proposed Multiview (Late Fusion) VGG19 0.992 0.922 0.896

InceptionV3 0.996 0.876 0.860
ResNet50 0.996 0.811 0.851

study performed on the four-view analysis using feature fusion strategy. Khan et al. in
2019 proposed a small VGGNet with the feature fusion strategy [26]. The system had
the capability to classify the breast tumor using mammograms with four views. The
results in Table 6 reveal that our proposed MVALF-based CADx system outperform
the previous studies. We achieved the AUC of 0.996 for normal and abnormal mammo-
gram classification, AUC of 0.922 for abnormality classification, and AUC of 0.896 for
pathology classification.

5. Conclusion

In this work, we proposed a novel multi-view attention-based late fusion CADx system
for mammogram classification using the transfer learning approach. We performed ex-
periments using four views information and the results provide the evidence of achieving
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the best testing accuracy rate due to late information fusion. We observed that in the
late fusion technique for mammogram classification, the overfitting problem occurs due
to the unbalance and the limited size of the dataset. According to our assessment, data
enhancement plays an important role in reducing the over-fitting problem. Furthermore,
the comparison study shows that the proposed model achieves good classification per-
formance and also reduces the computational complexity of the system with the help
of the pre-trained model. We conclude that VGGNet pre-trained on ImageNet models
with fine-tuning performs the best among all the pre-trained models for our proposed
attention-based weighted late fusion approach. Table 6 demonstrates the comparative
overview of the previous studies with the proposed MVALF-based CADx system. The
results clearly show the effectiveness of the proposed technique. Our system provides
a baseline for the new approach to attention-based weighted late fusion using the CBIS-
DDSM for abnormality and pathology classification.

In the future work, we will experiment to analyze the impact of different sources for
the improvement of the proposed CADx system.

Acknowledgement

This work has been supported by Higher Education Commission under Grant # 2 (1064),
and is carried out at the Medical Imaging and Diagnostics (MID) Lab at COMSATS
University Islamabad, under the umbrella of the National Center of Artificial Intelligence
(NCAI), Pakistan.

References

[1] Large Scale Visual Recognition Challenge 2015 (ILSVRC2015), 2015. http://www.image-net.org/

challenges/LSVRC/2015/results. [Aceessed Jun 2020].
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