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Abstract. Textural features based upon thresholding and run length encoding have been success-

fully applied to the problem of classification of the quality of lacquered surfaces in furniture exhibiting

the surface defect known as orange skin. The set of features for one surface patch consists of 12 real

numbers. The classifier used was the one nearest neighbour classifier without feature selection. The clas-

sification quality was tested on 808 images 300 by 300 pixels, made under controlled, close-to-tangential

lighting, with three classes: good, acceptable and bad, in close to balanced numbers. The classification

accuracy was not smaller than 98% when the tested surface was not rotated with respect to the training

samples, 97% for rotations up to 20 degrees and 95.5% in the worst case for arbitrary rotations.

Key words: quality inspection, furniture surface, orange skin, textural features, run length coding,
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1. Introduction

In various sectors of the manufacturing industry, the computer vision methods are used
to perform inspection and measurement tasks, while in the furniture industry it seems
that the inspection with the unarmed human eye is the most commonly used tool. In
this way, the tasks like the evaluation of esthetic quality of an object or a surface can be
performed in a straightforward way and at a moderate cost. This state does not exclude
the research on computerized image-based inspection in the application to furniture.

The application of our interest will be the classification of a painted surface with
respect to the defect known as orange skin or orange peel. Up till now, the research on
this defect was performed to a limited extent. In [10] the images of orange peel were
generated and its visibility for humans was studied, but neither automatic detection nor
classification was considered. In [2] a complex system of moving lights and cameras
was investigated which improved the visibility of a variety of defects, including the
orange peel, so that the local adaptive thresholding could be used as the defect detection
method. The defects on furniture were mentioned within the general domain of defect
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detection in [9]. The quality of raw materials was considered in [17]. In many patents
the methods to perform the painting process so that orange skin is removed or avoided,
for example [1], but with no reference to image analysis. This state of the lack of interest
in automatic image-based inspection in the furniture industry is interesting in view of
that in the timber industry the analysis of a whole range of raw wood defects is widely
applied and described [3, 16]).

The quality of wood products has been the domain of our interest in a number of
papers (shape and dimensional accuracy in [5, 13, 14, 15] and surface quality in [5, 6, 7,
11,21]). In particular, in [5] we have demonstrated that structured light-based scanning
of the surface can not reveal the orange skin defect reliably. In [6] we have tested
the applicability of such conventional image processing techniques like special lighting,
differentiation and thresholding. The use of conventional and novel textural features was
tested in [7] and [11]. A set of seven feature selection methods were used to find the best
features for this task [21], with the best attained classification precision of 95.8%.

Finding the best features in the sense of precision as well as calculation speed is still
an interesting problem. As far as moderately expensive equipment is considered, this
can not be solved with such general but hardware-intensive and costly solutions like deep
learning. In this paper we present yet another set of features which are relatively simple
to calculate to be used in the orange skin detection and classification problem. In the
algorithm a set of features based upon the classic run length encoding is applied. The
features similar to those presented here have been successfully used in the problem of
finding the handwriting area in a manuscript [19]. The accuracy of the classification
expressed with its accuracy, can attain values over 98%, despite of the relatively simple
structure of the features.

The remaining part of the paper is organized as follows. In the next section the images
to be analysed will be described. In Section 3 the algorithm of finding the features will be
proposed. The classifier will be briefly introduced and the attained classification quality
will be presented in Section 4. The results will be discussed in Section 5. The paper will
be concluded in Section 6.

2. Images

Orange skin is a defect of lacquered and hardened surfaces which can be seen as shallow
hollows which form a characteristic pattern. The defect can emerge due to insufficient
quantity or bad quality of dilutent, excessive temperature difference between the lacquer
and the surface, bad pressure or distance of spraying, excessive air circulation during
spraying or drying, and insufficient air humidity. The defect can be the reason for treating
the surface as unacceptable for vending, or as acceptable as a lower quality product.
Therefore, the surface fragments considered have been divided into three classes: good,
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a b c
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Fig. 1. Examples of images of the surface without and with the orange skin defect.
(a) Class good, defect absent; (b) class acceptable, weak defect; (c) class bad,
defective. Binarized images: (d) good; (e) acceptable; (f) bad.

acceptable and bad. The examples of such surfaces with fragments enlarged are shown
in Figure 1a, b and c, respectively.

The set of images, described already in [11,21], contained images 300×300 pixels each,
cut from a smaller number of images taken with the Nikon D750 24Mpix camera with
the Nikon lens F/2.8, 105mm. The distance from the focal plane to the object surface
was 1m and the optical axis of the camera was normal to the surface. The surface was
illuminated with a flash light located at 80 cm from the object, with the axis of the light
beam inclined by 70◦ from the normal to the surface (lighting close to tangential). The
images were made in colour mode, with lossless compression, transformed into CMY
colour model, and the Y component was taken for further processing.

There were N = 808 images in total: 282 good, 278 acceptable, and 248 bad (92
images were excluded from the set considered in [21] due to that it was very problematic
to which class they should be assigned). All these images were used in the assessment of
the classification quality, due to that the cross-validation procedure was used, as it will
be described further in Section 4.
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Fig. 2. Illustration of a run length code of a line of a binary image. Ones represent white
pixels, zeros represent black ones.

a b

Fig. 3. Histograms or run lengths of ones in lines of a binary image of the orange skin
defect. (a) Lines taken horizontally; (b) lines taken vertically. The histograms
shown have bins containing more than one length of the runs (for example, his-
togram a has bins containing two consecutive lengths each: 1 and 2, 3 and 4,
etc.); in the features, the histograms containing 10 consecutive lengths in each
bin are used.

3. Features

The features used previously to successfully differentiate the regions with handwritten
text from other regions [19] will be used. These were the components of the histogram
of runs of ones, in run length encoded binarized image of the sheet of a manuscript.
A hypothetic line of a binary image is shown in Fig. 2 in the form of the run length code.
It occurs that the longer the run, the less frequent it is in an image. Histograms of run
lengths of ones in an image coded by rows (horizontally) and by columns (vertically) are
shown in Fig. 3.

In the histograms, each bin contains L consecutive lengths, and the lengths up to
lmax are considered. To find the features, L = 10 lengths are counted in each bin, and
lengths up to lmax = 60 are considered, for horizontal as well as for vertical lines. This
gives n = lmax/L = 6 features for each direction, which makes m = 2n = 12 features
for an image. The numbers of the runs are normalized to give the sum equal to one,
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Fig. 4. Features, that is, normalized histograms for horizontally nad vertically coded
images. (a) Example features of an image coded horizontally, corresponding to
the raw histogram of Fig. 3a. (a) Example features of an image coded vertically,
corresponding to the raw histogram of Fig. 3b. (c) Features of an image coded
horizontally, belonging to three classes: blue – class good, red – class acceptable,
and yellow – class bad. Zero values of feature 6 not shown. (d) Same as c, but the
image coded vertically. Lines joining the values for the integer indexes of features
have no meaning; shown only to indicate the relations between the points.

so the features are real numbers (rational fractions). Normalization makes the features
insensitive to the size of an image, but they remain sensitive to its scale.

In Fig. 4 the features, that is, the normalized histograms for a horizontally and
vertically encoded image, corresponding to the histograms in Fig. 3, and the features for
the three classes of the surface are shown.

To binarize the images, the classical Otsu method [18] was used due to that this classic
parameter-less method still has many citations and applications and its performance is
good in cases where the numbers of dark and bright pixels do not differ much [20].
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4. Classification

4.1. Classifier

The classical nearest neighbour classifier was used, like in [19]. The simplest one nearest
neighbour (1-NN) version was applied. The more complex nearest neighbours schemes
(see for example [8]) were not tested due to that in this paper the effectiveness and
simplicity of the features, not the classifier, is of the greatest interest, and the results
appeared to be satisfactory.

As the distance function between objects ei and ej represented with features F (e) =
{fk(e), k = 1, . . . ,m} the Manhattan distance was used

d(fi, fj) =

m∑
k=1

|fk(ei)− fk(ej)| . (1)

4.2. Errors and classification quality

4.2.1. Data without transformations

The quality of the classification in the setting defined above was tested with the cross-
validation method in its extreme form, that is, the leave-one-out method. Besides some
well theoretically justified criticism [12], this method is still treated as attractive and
applicable (let us cite [4] as just one example of many possible ones). This method
consists of taking one pattern away from the set of known N patterns, training the
classifier with the remaining N − 1 ones, and then classifying this left pattern with the
so trained classifier. After cycling through all the N patterns in the set, the errors made
in the N classifications are calculated. In the case of 1-NN classifier, there is actually
no training, and in our case the set of features is fixed so the feature selection process
is absent either. Therefore, this otherwise time-consuming procedure is effective in this
case and is an attractive solution.

The errors found with the cross-validation method are shown in Table 1. As the global
measure of classification quality, the accuracy expressed as the ratio of the number of

Tab. 1. Confusion matrix Cij for the three classes: good c = 1, acceptable c = 2 and
bad c = 3.

c Actual class
Class no. = c 1 2 3

1 275 2 0
Classification result 2 7 274 3

3 0 2 245
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proper classifications to the number of all the patterns was used

A =

∑3
i=1 Cii∑3
i,j=1 Cij

, (2)

with the attained value A = 98.29%.

4.2.2. Testing the sensitivity to rotation

In an industrial quality inspection process the location of the tested object can be easily
restricted to that which corresponds to the conditions in which the teaching of the clas-
sification system was performed. However, the sensitivity of the testing system to such
transformations as rotation and scale should be assessed. From the two transformations
mentioned, the scale seems to be easier to control by setting the distance from the focal
plane of the camera to the object surface to the desired value. The influence of rotation,
which can result from that the direction of cutting the manufactured object from the
painted surface can be arbitrary, is more difficult to restrict, so the sensitivity of the
proposed features to rotation has been tested.

To achieve this goal, each of the images used in the cross-validation process was
rotated, by k = 360 angles from 1◦ to 359◦. The images should have the same dimensions
and scale as those without rotation, so before the rotation each image was complemented
at its edges and corners with its six mirror images, such extended image was rotated,
and its center 300×300 was cut, as shown in Fig. 5. In this way, the appearance of the
texture within the image was maintained.

For each of the rotated images, the cross-validation procedure was repeated, with
the N − 1 reference images without rotation, and the classified image with rotation, by
each of the k angles. The accuracy A obtained in this way, versus the rotation angle, is
shown in the graph in Fig. 6. The difference between the best and worst accuracy is close
to 3.5%. The accuracy is the worst (95.5%) for the angle close to 310◦ = 360◦ − 50◦,
and is the best at 270◦ and happens to surpass 99%. The shape of the graph follows
the commonsense expectation that the rotations by angles close the multiples of 90◦

deteriorate the classification quality to the smallest extent (or even improve it), while
the rotations by 45◦ reduce it the most. The variability of inter-class errors is illustrated
in Table 2 with the standard deviations of the errors.

5. Discussion

The classification accuracy obtained with the features presented has been measured with
a different methodology than in the previous papers [11,21], where cross-validation with
the set of images was partitioned into nine subsets, 90 images each. Also the set of images
was better prepared in this paper than in [21], in that the images for which the class was
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a b

Fig. 5. Illustration of rotating an image with the scale and dimensions maintained.
(a) Image 300×300 (colour frame) complemented at the edges and corners with
its mirror images, forming a 900×900 extended image. (b) Window 300×300
(colour frame) cut from the rotated extended image.

Fig. 6. Global classification accuracy [%] versus rotation of the classified image [◦], in the
range [1◦, 359◦].

Tab. 2. Variability of the confusion matrix for the experiment with rotation illustrated
by standard deviations of the inter-class errors for three classes.

c Actual class
Class no. = c 1 2 3

1 2.21 1.05 0.72
Classification result 2 2.13 3.28 2.56

3 0.44 2.95 2.88

Machine GRAPHICS & VISION 28(1/4):35–45, 2019. DOI: 10.22630/MGV.2019.28.1.4 .

https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2019.28.1.4


J. Pach, L. J. Chmielewski, A. Or lowski et al. 43

difficult to assess by a human eye were excluded. Nevertheless, it can be observed that
the single set of features, relatively simple to calculate, appeared to perform better, or
at least not worse, than the large set of state-of-the-art features selected with advanced
methods. The best average accuracy attained in [21] was 95.88%. The comparison with
the accuracy of 98.29% found in this paper indicates that the features proposed have
a potential in the application of our interest. It should be also noted that here there
was entirely no confusion between the classes good and bad, which is important from the
point of view of the application to quality inspection.

The sensitivity of the classification accuracy to the rotation of the image was not
tested previously. The variability shown in Table 2 can be considered relatively small
with respect to the global accuracy. From the graph shown in Fig. 6 it follows that the
accuracy should not fall below 95.5% obtained for the rotation of the image close to 45◦,
which is the worst case if it is taken into account that the original features were found
for angles close to zero. For the angles differing from those close to the multiple of 90◦

by not more than ±20◦ the accuracy is not worse than 97%. This result indicates that
the decrease of classification accuracy related to small rotations is negligible, and that
the sensitivity of the classification quality to arbitrary rotations can be considered small.

6. Conclusion

Quality of the surface of manufactured elements is usually inspected by a naked eye
of human inspectors in the furniture industry practice. As a continuation of our pre-
vious research aimed at changing this practice, a set of textural features based upon
thresholding and run length encoding, positively tested in other applications, have been
successfully applied to the problem of classification of the quality of lacquered surfaces
in furniture exhibiting the surface defect known as orange skin. The set of proposed
features was formed by 12 easy to calculate real-valued features for each object. The
classifier used was the simple one nearest neighbour classifier, with the Manhattan dis-
tance, and without feature selection. The classification method was tested on 808 images
300 × 300 pixels, made under controlled, close-to-tangential lighting, and classified by
an expert in the way of inspection by an unarmed eye into three classes: good, acceptable
and bad surface. The numbers of examples from each class were close to each other. The
classification quality was assessed by cross-validation with the leave-one-out method.
The attained accuracy was not smaller than 98% when the tested surface was not ro-
tated with respect to the training samples, 97% for rotations up to ±20◦ and 95.5%
in the worst case for arbitrary rotations. In the case without rotation, there were no
classification errors between the classes good and bad surface.

The proposed features seem to be a simple and effective alternative to the advanced
features tested previously for this defect.
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