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Abstract. In this paper, we have proposed a feature extraction technique for recognition of seg-

mented handwritten characters of Gurmukhi script. The experiments have been performed with 7000

specimens of segmented offline handwritten Gurmukhi characters collected from 200 different writers.

We have considered the set of 35 basic characters of the Gurmukhi script and have proposed the feature

extraction technique based on boundary extents of the character image. PCA based feature selection

technique has also been implemented in this work to reduce the dimension of data. We have used

k-NN, SVM and MLP classifiers. SVM has been used with four different kernels. In this work, we have

achieved maximum recognition accuracy of 93.8% for the 35-class problem when SVM with RBF kernel

and 5-fold cross validation technique were employed.
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1. Introduction

Optical Character Recognition (OCR) is the process which helps to convert the handwrit-
ten or printed text into a format that is processable by machine. Handwritten character
recognition is more complicated due to the variation in styles of writing. When a text
is handwritten and scanned, a large amount of noise will occur while recognizing such
handwritten characters. We have divided handwritten character recognition into two
categories, viz. online and offline. This paper focuses on offline handwriting recognition.
Therefore, in this paper we have exhibited a recognition technique for offline handwritten
character recognition of Gurmukhi script in light of the fact that a little work has been
done on Gurmukhi script to date, to the best of our knowledge, in spite of the fact that
a considerable measure of work has been done on various scripts, for example, Bangla,
Devanagari and so forth.
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2. Related work

Bhattacharya et al. [1] have presented Bangla character recognition system and they
have obtained maximum recognition accuracy of 94.7%.

Bunke and Varga [2] have reviewed the state of the art in offline Roman cursive
handwriting recognition. They identified the challenges in Roman cursive handwriting
recognition.

Kunte and Samuel [8] have presented an efficient framework for printed Kannada
text recognition. They considered invariant moments and Zernike moments as features
and Neural Network (NN) as classifier. They achieved a recognition accuracy of 96.8%
using 2 500 characters.

Grosicki and Abed [3] proposed a French handwriting recognition system in a com-
petition held in ICDAR 2011. In this competition, they have presented comparisons
between different classification and recognition systems for French handwriting recogni-
tion. Kacem et al. [4] have used structural components for recognition of Arabic names.

Kumar et al. [7] have presented efficient feature extraction techniques for offline
handwritten Gurmukhi character recognition. They have also presented a hierarchi-
cal technique for offline handwritten Gurmukhi character recognition [5]. Using this
technique, they accomplished a recognition accuracy of 91.8%. Kumar et al. [6] have
presented a study on various transformation techniques for offline handwritten Gurmukhi
character recognition.

Lorigo and Govindaraju [9] have introduced a critical review on offline Arabic hand-
writing recognition frameworks. They have presented various techniques employed at
different stages of the offline handwritten Arabic character recognition system.

Pal et al. [10] dealt with recognition of offline handwritten Bangla compound charac-
ters using modified quadratic discriminant function. They have acquired 85.9% recogni-
tion precision by using five-fold cross validation technique. Pal et al. [11] have assimilated
a comparative study of handwritten Devanagari character recognition. Sharma et al. [12]
considered a quadratic classifier based scheme for the recognition of off-line Devanagari
handwritten characters. In this system, they have used chain code directional features
and achieved a recognition accuracy of 80.4%.

Tran et al. [13] have considered the problem of French handwriting recognition using
24 800 samples. They have worked on both online and offline handwritten character
recognition. Wang et al. [14] have presented a technique for recognition of Roman
alphabets and numeric characters. They had a recognition rate of about 86.0%.

Zhu et al. [16] have described a robust model for online handwritten Japanese text
recognition. They obtained a recognition accuracy of 92.8% using 35 686 samples.

The work carried out in this paper focuses on the recognition of segmented offline
handwritten character recognition for Gurmukhi script of a 35-class problem.
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3. Gurmukhi script

The name Gurmukhi signifies “from the mouth of the Guru” and originates from the
old Punjabi word Guramukhi. Gurmukhi script is utilized for composing the Punjabi
dialect. A portion of the properties of the Gurmukhi script are as follows.

• In Gurmukhi script, there are 35 character constants out of which the first three are
vowel bearers.

•There are six consonants which are created by placing a dot (bindi) at the foot (pair)
of the consonant which is called Gurmukhi constants with subscript dots.

•Auxiliary Gurmukhi symbols denote double consonants, or conjunct adjacent con-
stants.

•Double Consonants: These symbols are also called adhak.

• In Gurmukhi script, various punctuation symbols are used. These symbols signify
the partition of heading from the text, or line break. Various punctuation symbols
are visarg, dandi, and dodandi.

◦Visarg: it is symbolized as two circles, one circle is above the other circle, just
as a colon used in English language. This symbol points towards the division of
heading from the text.
◦Dandi: it is a single vertical line which indicates the completion of a sentence.
◦Dodandi: signifies two parallel lines which indicate a break in a line.

4. The proposed recognition system

Proposed recognition framework comprises of different stages: data collection, digitiza-
tion, preprocessing, feature extraction, and classification. In our proposed framework,
we have also used Principal Component Analysis (PCA) to reduce the length of the
feature vector. The general plan of the proposed framework is depicted in Fig. 1.

4.1. Data collection

In this work, we have collected 7 000 specimens of segmented Gurmukhi characters from
200 different writers. They were requested to write each of the fundamental 35 characters
of the Gurmukhi script. We have collected this type of dataset from different government
offices, schools, colleges etc.

4.2. Digitization and pre-processing

Digitization is the way toward changing over the handwritten document into electronic
shape. This procedure is accomplished by using HP-1400 model of scanner. Digitization
stage creates the digital image which is sustained to the pre-processing stage. Pre-
processing stage is the underlying phase of character recognition framework. In this,
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Fig. 1. Block diagram of the offline handwritten Gurmukhi character recognition system.

a b

Fig. 2. Image of a Gurmukhi character: (a) digitized; (b) thinned.

stage we change over the image into a gray scale format and bitmap image. From that
point onward, bitmap image is changed over into the thinned image as shown in Fig. 2
by using parallel thinning algorithm proposed by Zhang and Suen [15].

4.3. Proposed feature extraction technique

In our proposed technique, a character image is horizontally divided into n horizontal
regions and then the width of the character in this region, that is, the distance between
the leftmost and rightmost element of the boundary of the character is taken as a feature
in each region, thus forming n features. Similarly, the height of the character, that is,
the vertical distance between the uppermost and lowermost element of the boundary of
the character in n vertical regions is found, thus forming further n features. For the
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regions that do not have a foreground pixel, the feature value is taken as zero. By using
this process, 2n features are extracted for an image of one character. In our case it was
n = 100 so there were 2n = 200 features in total.

In the algorithm, the background pixel (OFF pixel) is considered as 0 and foreground
pixel (ON pixel), that is the pixel belonging to the character, is considered as 1. The
steps made to extract the features for horizontal regions are as follows.

I : given image (x× y)
V ← Allocate(n): vector of n features for horizontal regions
for i := 1 to n step 1 do

for j := 1 to x step 1 do
for k := 1 to y step 1 do

if Ijk = 1 then
a := j
break loops for j, k

end if
end for

end for
for j := x to 1 step − 1 do

for k := 1 to y step 1 do
if Ijk = 1 then

b := k
break loops for j, k

end if
end for

end for
Vi := b− a

end for
Return V

4.4. Principal Component Analysis

Principal Component Analysis (PCA) is a methodology which changes various correlated
features into a number of uncorrelated features called principal components. PCA has
been broadly used in the field of pattern recognition. PCA is a technique which is used to
reduce the dimension of data and to extract the meaningful feature subset. We covered
95% variance in this work for PCA.

4.5. Classification

Classification phase is the last phase of character recognition framework; this phase uses
the feature extracted in the previous phase. The preliminary aim of the classification
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Tab. 1. Recognition accuracy of the proposed feature extraction technique with different
classifiers. Recognition accuracy was calculated as an average for five folds.

Feature
Extraction
Technique

Classifier
False Positive

Rate (FPR) [%]
False Rejection
Rate (FRR) [%]

Recognition
Accuracy [%]

k-NN (k = 5) 0.80 9.10 90.10
MLP 1.20 11.60 87.20

without Linear SVM 1.70 8.10 90.20
PCA Polynomial SVM 1.60 19.60 78.80

RBF SVM 0.60 8.80 90.60
Sigmoid SVM 1.20 16.40 82.40
k-NN (k = 5) 1.10 6.60 92.30

MLP 0.89 9.71 89.40
with Linear SVM 0.84 7.46 91.70
PCA Polynomial SVM 1.40 16.20 82.40

RBF SVM 0.60 5.60 93.80
Sigmoid SVM 1.20 11.70 87.10

phase of an OCR framework is to build up the constraint for decreasing the misclassi-
fication relevant to feature extraction. In order to reduce the complexity of classifier,
we have used PCA to reduce the dimension of the feature vector, as written above.
In present work, we have used three different classifiers, namely, k-NN (k = 5), SVM
and MLP. SVM classifier has also been considered with four different flavours, namely,
Linear-SVM, Polynomial-SVM, RBF-SVM and Sigmoid-SVM.

5. Experimental results and discussion

In this section, we have presented the results of experiments by using proposed fea-
ture extraction technique with different classifiers. We have used 5-fold cross validation
technique for obtaining the recognition accuracy. For the purpose of experiments, we
have considered 7 000 samples of offline handwritten Gurmukhi characters of the 35-class
problem. Various types of recognition accuracies obtained forthwith have been depicted
in Tab. 1. False Positive Rate (FPR), Rejection Rate (RR) and recognition accuracy
achieved with various classifiers, without PCA and with PCA, are graphically depicted
in Figs. 3a, b and c, respectively.

We have accomplished the best recognition accuracy of 93.8% using the proposed
feature extraction and RBF-SVM classifier. Confusion matrix for this case has been
depicted in Tab. 2.
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a

b

c

Fig. 3. Quality measures of classification with classifiers as listed in Tab. 1 (here, names
abbreviated w.r.t. table for clarity). (a) False Positive Rate (FPR); (b) False
Rejection Rate (FRR); (c) Recognition Accuracy (average of five folds).
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Tab. 2. Confusion matrix for proposed feature extraction with PCA and RBF-SVM
classifier.
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6. Conclusion and scope of future research

A feature extraction technique has been presented for offline handwritten Gurmukhi
character recognition of 35-class problem. For classification, we have used k-NN, SVM
and MLP classifiers. The best recognition accuracy of 93.8% has been accomplished
using 5-fold cross validation technique with the proposed feature extraction technique
and RBF-SVM classifier. We have used 7 000 specimens of isolated offline handwritten
Gurmukhi characters in experimentation work. This precision can likely be increased
by considering a larger data set while training the classifier. This work can likewise be
extended to other Indian scripts: Bengali, Devanagari, Tamil, and so forth.
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