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Abstract. In this work, an efficient pedestrian attribute recognition system is introduced. The system is
based on a novel processing pipeline that combines the best-performing attribute extraction model with
an efficient attribute filtering algorithm using keypoints of human pose. The attribute extraction models
are developed based on several state-of-the-art deep networks via transfer learning techniques, including
ResNet50, Swin-transformer, and ConvNeXt. Pre-trained models of these networks are fine-tuned us-
ing the Ensemble Pedestrian Attribute Recognition (EPAR) dataset. Several optimization techniques,
including the advanced optimizer Adam with Decoupled Weight Decay Regularization (AdamW), Ran-
dom Erasing (RE), and weighted loss functions, are adopted to solve issues of data unbalancing or
challenging conditions like partial and occluded bodies. Experimental evaluations are performed via
EPAR that contains 26 993 images of 1477 person IDs, most of which are in challenging conditions.
The results show that the ConvNeXt-v2-B outperforms other networks; mean accuracy (mA) reaches
85.57%, and other indices are also the highest. The addition of AdamW or RE can improve accuracy by
1-2%. The use of new loss functions can solve the issue of data unbalancing, in which the accuracy of
data-less attributes improves by a maximum of 14% in the best case. Significantly, when the attribute
filtering algorithm is applied, the results are dramatically improved, and mA reaches an excellent value
of 94.85%. Utilizing the state-of-the-art attribute extraction model with optimization techniques on the
large-scale and diverse dataset and attribute filtering has shown a good approach and thus has a high
potential for practical applications.

Key words: pedestrian attribute recognition, Deep Learning, vision transformer, security surveil-

lance.

1. Introduction

Pedestrian Attribute Recognition (PAR) is an area of computer vision that tries to assess
and comprehend the characteristics of people shown in still images and moving videos.
The purpose of the PAR system is to automatically extract and classify features such
as clothing style, things that a pedestrian is carrying, and physical factors such as age,
gender, and ethnicity from photos and videos of pedestrians. The information PAR
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gleans may be used in various applications, including image retrieval, human-computer
interaction, and video surveillance [2].

The variable looks of humans, the existence of occlusions, and the constantly shifting
lighting conditions all contribute to the difficulty of measuring PAR. There have been
many advances made in PAR [1,6,8,11,15,17,19,34,35,38]. However, there are still a lot
of obstacles to overcome, such as dealing with complex and complicated circumstances,
increasing recognition accuracy, and lowering the computational processing requirement
of PAR systems. In recent years, deep learning strategies have seen widespread use in
PAR due to their encouraging results in learning complicated and hierarchical represen-
tations of human characteristics. Deep neural networks are incredibly effective in PAR
and are now being used by several cutting-edge computer systems [31].

Most of the existing works regarding PAR models have been adopted via off-the-
shelf pre-trained deep networks as their backbone network architecture. The pre-trained
deep networks are often developed based on large-scale datasets such as ImageNet [4].
Most techniques exploit the ResNet50 [9] as the backbone. Recently, some novel deep
networks have been proposed, such as Swin-transformer [21] and ConvNeXt [22, 33].
Although these networks are based on the structure of modern vision transformers with
many advancements, they need to be adapted to match the unique characteristics of
PAR systems. Thus, novel deep networks should be further developed. For example,
in [3], Cheng et al. proposed a new model architecture to achieve the best accuracy
on the RAP and PA-100K datasets. However, scaling the introduced model up with
extensive backbones depends a lot on the size of the embedding words of the textual
module. Therefore, in the development of novel backbones there is still much work to
do.

Most of the published works use well-known datasets like PA100K [20], PETA [5],
RAPv2 [16], MSMT17 [32], and Market1501 [18] as benchmarks for both training and
testing phase. Recently, a unified dataset named UPAR to allow generalization experi-
ments for 40 attributes across four PAR datasets PA100K [20], PETA [5], RAPv2 [16],
and Market1501 [18] was proposed [28]. These studies concentrated on one particu-
lar setting, such as an indoor or outdoor environment, and use relatively large-scale
datasets. Nevertheless, there are many restrictions surrounding the generation of real-
world surveillance datasets. Challenging conditions including multi-view, unbalanced
data distribution, occlusion, low resolution, and poor or varying illumination, are the
main issues influencing the final recognized performance. Therefore, augmentation tech-
niques for large-scale and diverse datasets and training optimization facing these issues
are current research trends.

Besides the dataset strategies, there have been several adaptions for the transfer
learning techniques of the state-of-the-art deep networks to overcome challenging con-
ditions. The issues of data unbalancing can be solved by using suitable loss functions.
Many new loss functions, such as (Weighted) Cross Entropy Loss, Contrastive Loss,
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Center Loss, Triplet Loss, and Focal Loss, have been suggested for the optimization of
deep neural networks. Recently, several novel advanced loss functions for PAR have
been reported [14, 29, 36]. Also, the Random Erasing (RE) technique [37] is introduced
to overcome the issue of the occluded or partial body. The use of novel optimizers, like
Adam [12], or Adam with Decoupled Weight Decay Regularization (AdamW) [23], can
also improve the model’s accuracy. It has been known that the use of advanced tech-
niques for the transfer learning process can improve quite a small amount of recognition
accuracy.

Our primary goal in this research is to develop an efficient pedestrian attributes recog-
nition system in challenging conditions scenarios. The proposed system will have not
only a remarkably high accuracy but also the robustness against challenging recognition
conditions of practical applications.

The main contributions of this work are as follows:

•Proposing a novel processing pipeline combining feature extractions models with
keypoints-based attributes filtering for recognizing pedestrians’ attributes from chal-
lenging condition scenarios.

•Generating an ensemble person attribute recognition dataset based on several state-
of-the-art datasets, considering the diverse and challenging scenarios.

•Applying the transfer learning technique selected from among various deep network
architectures, including ResNet50, Swin-transformer, and ConvNeXt, to obtain the
best-performing model.

•Tuning the best-performing model by adapting training optimization techniques like
AdamW, Random Erasing, and advanced loss functions to overcome issues of data
unbalancing and partial or occluded body.

• Systematically evaluating experimental results on a challenging dataset and producing
system design instructions for practical applications.

In the following section, detailed descriptions of the proposed system are presented.

2. Proposed system

The overall processing pipeline of the proposed system is shown in Fig. 1. Unlike in
the most of the published works [7, 27], which have concentrated only on models for
feature extraction to achieve higher accuracy on typical datasets, our system is adapted
by using the keypoint concept as an additional information channel for the prediction.
There are three main modules, each responsible for a specific task. Image frames from
camera streams are pushed into the human body, pose detection and tracking module.
As a result, the bounding box and corresponding pose of detected persons are achieved
and consequently tracked. Images and poses of tracked persons are then pushed into
the attributes recognition module for attributes prediction and the color recognition
module for body color prediction. The use of keypoints of the pose has the advantage
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Fig. 1. Overview of our processing pipeline.

of improving the accuracy and robustness of the system in challenging conditions such
as occluded or partial detecting bodies and viewpoint-variant bodies. In the following,
details of each module are described.

2.1. Ensemble Pedestrian Attribute Recognition dataset

The ensemble dataset (EPAR) was created by collecting and processing image data from
the four publicly accessible datasets, including PA100K [20], MSMT17 [32], RAPv2 [16],
and Market1501 [18]. We have labeled the data in the test set of the datasets mentioned
above using the Pseudo-Label approach [13] in addition to the data in the training set.
We have set the classification threshold to 0.9 and utilized the data labeling tool to accu-
rately align the labels using pre-trained weights previously trained on the RAPv2 dataset.
We then have got the EPAR dataset by joining them all. The ensemble of these datasets
has the benefit that the EPAR has a massive variation in situations, races, and qualities.
Images of EPAR are very diverse and cover many challenging conditions, including sig-
nificant variations in pose, lighting conditions, background, and occlusions. For practical
applications in security surveillance scenarios, 13 typical attributes of the human body
outfits are chosen to label, including “Male”, “Female”, “Adult”, “Children”, “Long-
Hair”, “ShortHair”, “Hat”, “Long-Sleeves”, “Short-Sleeves”, “Trouser-Jeans”, “Skirt”,
“Short”, and “Backpack”. Since images of PA100k, MSMT17, and Market1510 are not
assigned to person IDs, the re-identification method from [26] was used for the person
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Tab. 1. Statistics portion of each dataset contributing to the EPAR.

Dataset from No. IDs No. Imgs Properties

RAPv2 [16] 2589 30 315 annotated with viewpoints, occlusions, and body
parts information by multiple cameras in real-
world environments

PA100K [20] 3556 36 920 images are blurry due to the relatively low resolu-
tion and the positive ratio of each binary attribute
is low

Market1501 [18] 700 12 668 images in this dataset exhibit significant varia-
tions in pose, lighting conditions, background, and
clothing

MSMT17 [32] 600 10 101 images are captured in morning, noon, and after-
noon in campus

EPAR (ours) 7445 90 004 all of above properties

ID register. The EPAR dataset contains 90 004 images of 7445 person IDs, with anno-
tations for 13 binary attributes. Tab. 1 lists the portion and properties of each referring
dataset contributing to the EPAR. EPAR is divided into 60%, 20%, and 20% for the
test, train, and validation set. Fig. 2 shows the frequency of appearance of each attribute
in all 90 004 images of EPAR. It is clear that the dataset EPAR has a big issue of data
unbalancing, where some attributes, for example, “Children” and “Short” have a low
frequency of appearance, making EPAR more challenging.

2.2. Human body and pose detection and tracking

Video frames from cameras are processed using Yolov7-Pose [24, 30]. The outputs are
the bounding boxes and keypoints of the pose of detected persons. The use of Yolov7-
Pose has the benefit that this model can simultaneously detect persons and estimate
their poses, allowing us to save computational hardware resources. Also, this model
outperforms others in accuracy and robustness in challenging detection scenarios. Since
the images of a detected person can appear in several video frames of different cameras,
the re-identification method [26] is used to match these images together and assign them
to a tracking ID. Consequently, images and poses of each tracking ID with different
viewpoints from different cameras are continued processing in the following steps. Since
attributes of a person can be predicted from viewpoint-different images, the loss of
information regarding the viewpoint can be maximally reduced.
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Fig. 2. Statistics of frequency of appearance of each attribute in EPAR.

2.3. Human attributes extraction models

Images of tracked persons are continued processing to extract corresponding attributes
via an attributes extraction model. There are several approaches using convolution
neural networks [9], visual transformer [21], or a hybrid of those like ConvNeXt [22,
33]. The ConvNeXt is considered to be state-of-the-art in accuracy. Thus, in this
work, transfer learning techniques are applied to the ConvNeXt-v2-B [33] to achieve
the attributes extraction model. Also, to evaluate the performance of the ConvNeXt-
v2-B, other backbones including ResNet50 [9], Swin-Transformer [21], and ConvNeXt-
v1-B [22], are fine-tuned. Consequently, the performance and accuracy of these models
are compared and analyzed. All fine-tuning processes are performed using the EPAR
dataset.

For the best performance of the developed model, the transfer learning technique is
adapted to make several improvements. First, instead of using the conventional optimizer
like Adam [12], the newly introduced one, namely the AdamW [23], was used. AdamW
brings an improvement by incorporating weight decay into the Adam algorithm. In
the original Adam algorithm, weight decay is usually applied by adding a term to the
gradient of the parameters. However, this can lead to the loss of certain important
properties of the Adam algorithm. In AdamW, weight decay is computed differently
by directly applying it to the weights instead of modifying the gradient. This helps
preserve the invariance properties of gradient scale and enhances the stability of the
training process. Second, besides typical data augmentation techniques of the baseline,
like random flipping, random gray-scale, and cropping, the Random Erasing [37] was
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additionally used. This helped the training process to stay balanced and to ensure the
diversity of the training data. The third improvement was regarding the loss function.
A suitable loss function is expected to solve data unbalancing, as shown in Fig. 2. The
loss function of the baseline training method is based on the cross-entropy formulated
as

L = −
M∑
j=1

wj (yij log (pij) + (1− yij) (1− log (pij))) , (1)

where wj is the attribute weight function of jth attribute; pij is the output of the
classifier layer. The three most popular weight function methods called L1 [14], L2 [29],
and L3 [36], were experimented and evaluated. The description of each weight function
is detailed in Tab. 2

2.4. Keypoints-Based Attributes Filtering

In fact, many recognition situations exist where images of the human body are occluded
or partial, caused by obstacles or view-point variances. If only the attributes extraction
model is used, the model always produces predictions for all attributes, even in cases
where some of these attributes are occluded or do not appear in images. This leads to
false predictions and thus reduces the system’s accuracy. This issue is solved by using the
keypoints as additional information for the attributes prediction. The pose’s keypoints
and confidence scores will let us know which body part in the images is occluded or

Tab. 2. Types of weight function used in the transfer learning process.

Method Weight function

L1 by Li et. al. [14] wj =

{
e1−rj when yij = 1 ,

erj when yij = 0 ;

L2 by Tan et. al. [29] wj =


√

1

2rj
when yij = 1 ,√

1

2(1− rj)
when yij = 0 ;

L3 by Zhang et. al. [36] wj =



1
rαj

1
rαj

+ 1
(1−rj)α

when yij = 1 ,

1
(1−rj)α

1
rαj

+ 1
(1−rj)α

when yij = 0 ;

where α is a hyper-parameter to adjust the weight between positive ratio and
negative ratio, and rj is the positive sample ratio of j-th attribute in the training set
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partial. The attributes belonging to the occluded or partial parts will not be predicted.
This will help the system avoid false predictions. The pose inferred by the Yolov7-Pose
has 17 keypoints arranged to three parts of the human body, including the head, upper
body, and lower body. An algorithm for attributes filtering was developed as illustrated
in Algorithm 1. For each part of the human body, if more than half of the number
of keypoints in part have a confidence score smaller than a threshold, this part will be
concluded to be occluded or partial.

2.5. Keypoints-based body’s color recognition

The keypoints were also used for predicting the color of the upper and lower body parts.
An algorithm was proposed for this prediction. For the upper-body parts, a pair of
keypoints, including the “right shoulder” and “left hip”, is used to calculate the center
of the upper-body part, which is the middle point of this pair of keypoints. Similarly, the
“left hip” and “left ankle” are used for the lower-body part. The color of each interesting
body part is calculated from the average of the color value of all pixels in a square with
dimensions of 20 × 20 at the center of the part. The color of each pixel is computed
using functions of OpenCV library [25] in the RGB mode.

3. Results and discussion

An evaluation dataset was created to evaluate the proposed system’s accuracy and ro-
bustness. The dataset covered 17 677 images of the test dataset of EPAR and 9252
augmented images. The augmented images in the evaluating dataset were to add chal-
lenging conditions for the evaluation. As illustrated in Fig. 3, challenging situations in
real-life applications, including partial or occluded bodies, images with low resolution, or
inadequate lighting conditions, were considered. The evaluation dataset covered 26 933

Algorithm 1: Attributes Filtering.

Input: logit keypoints p, keypoints confidence score k, threshold T .
Output: filter logit p∗.
parts = k[a : b]
count = 0
for part in parts do

if part < T then
count = count + 1

end
if count > (number of keypoints in parts)/2 then

p[c : d] = 0
p∗ = p
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Tab. 3. Evaluation results of the proposed system.

Method Backbone mA Acc Prec Recall F1

Baseline [10] ResNet50 [9] 82.05± 0.14 77.97± 0.23 80.78± 0.14 93.75± 0.28 86.78± 0.20
Swin-S [21] 84.61± 0.19 79.52± 0.92 81.59± 0.69 95.33± 0.43 87.92± 0.59

ConvNeXt-v1-B [22] 85.04± 0.39 79.85± 0.57 81.95± 0.47 95.41± 0.33 88.08± 0.35
ConvNeXt-v2-B [33] 85.57± 0.28 80.04± 0.54 82.19± 0.38 95.88± 0.19 88.08± 0.29

+ AdamW [23] ConvNeXt-v2-B 85.67± 0.02 81.43± 0.07 83.09± 0.07 96.06± 0.06 89.11± 0.07
+ Random Erasing [37] ConvNeXt-v2-B 85.76± 0.05 81.63± 0.06 83.99± 0.08 96.15± 0.13 89.15± 0.05
+ Keypoints (ours) ConvNeXt-v2-B 94.28± 0.01 91.57± 0.07 94.43± 0.07 93.65± 0.07 93.61± 0.06

images of 1477 person IDs, including 30% partial, 15% occlusion, 23% outdoor, 7.5%
indoor, 10% gray-scale, and 15% normal-quality images. For metrics, four instance-level
metrics and one attribute-level (label-level) measure were used to evaluate the model’s
performance based on the literature [20]. Accuracy (Acc), Precision (Prec), Recall (Re-
call), and F1 are used as metrics at the instance level. Mean accuracy (mA) is used
as an attribute-level statistic since it focuses on the recognition accuracy of a particu-
lar attribute. The instance-level metric is used when we want to evaluate the model’s
overall performance in terms of its ability to predict entire instances. This approach is
particularly relevant in regression tasks or when the primary concern is the quality of
instance-level predictions rather than individual label predictions. The attribute-based
criteria are used when we want to assess the model’s performance with a focus on individ-
ual labels or classes. These criteria are helpful for understanding the model’s precision,
recall, and accuracy for each category, which can be especially useful when dealing with
imbalanced datasets.

The evaluation results of the system are shown in Tab. 3. In the second-row clus-
ter, results with the baseline method with backbone ResNet50, Swin-S, ConvNeXt-v1-B,
and ConvNeXt-v2-B are compared. The third-row cluster shows the results of our im-
provements based on the ConvNeXt-v2-B with several adaptions using: i) AdamW;
ii) AdamW and RE, and iii) AdamW and RE and keypoints, respectively. Each result
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in the table is an average of ten repeated tests accompanied by the deviation. It is
seen that, with the baseline method, if different backbones are used, the mA and other
parameters are slightly changed. The ConvNext-v2-B, in which the mA reaches 85.57%,
outperforms the other networks. When other optimizations, like AdamW or AdamW
and RE, are used, the accuracy is also increased, but the increase is tiny at 0.1-0.2%.
With our proposed method using keypoints as the filter, the mA increases significantly
from 85.76% to 94.28%. Similarly, the Acc, Prec, and F1 also increase. Only the Recall
decreases from 96.15% to 93.65%. This issue can be explained by that the pose detec-
tion model used in this work is just a pre-trained version of Yolov7-Pose without any
modification. Thus, this still has failures in some detection scenarios. Consequently,
keypoints-based filtering can eliminate some attributes which appear in images leading
to a reduction of the True Positive Rate and the Recall.

Influences of the weight functions on the system’s accuracy and data unbalancing
are also evaluated. Tab. 4 shows the evaluation results of the system on different weight
functions listed in Tab. 2. It can be seen that the weight function method L3 [36] slightly
outperforms others in mA and Prec. This improvement is explained that, as stated by
Zhang et al. [36], the L3 weight function (with α = 1) helps re-weight for attributes
with low frequency of appearance. As a result, L3 increases the True Negative Rate and
thus reduces the incorrect recognition probability for attributes. That means the mA is
improved. As Zhang et al. [36] mentioned in their paper, when setting α = 1, L3 can
help attributes-balanced re-weight, which increases mA. With α = 0, the loss function
transforms into conventional CE loss to help instance-balanced re-weight, which increases
instance-level indexes such as Accuracy, Precision, Recall, and F1. It is inferred that the
weight function can help improve the system’s accuracy, especially in unbalanced data
cases. However, the improvement is not much in the 0.1% (94.85% vs. 94.04%).

Detailed analysis of the True Positive Rate results for attributes with a low ap-
pearance frequency in the EPAR is shown in Fig. 4. The results of considering weight
functions are presented. It is seen that the use of new weight functions improves the
True Positive Rate significantly. For example, with the “Children” attribute, when the
L3 is used, the True Positive Rate increases to 14%, compared to the conventional loss
function. Similar trends for other considered attributes are also confirmed. These results
have proven the efficient role of weight functions in solving the issue of data unbalancing.

Tab. 5 shows evaluated results of the computational requirement of the system. This
work utilized a server with NVIDIA Tesla V100 32GB GPUs equipped with PyTorch
1.7.1 and CUDA 10.1 for the training and evaluation processes. It can be seen that al-
though the ConvNeXt and Swin-S back-bone have more parameters as well as computing
complexity requirements, the processing time is three times less than that of ResNet50
(210ms vs. 70ms). This can be clarified that the ConvNeXt or Swin-S have a new
inverted bottlenecks design which helps reduce the computing complexity and required
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Tab. 4. Evaluation results of the system on different weight functions.

Method mA Acc Prec Recall F1

Conventional 94.41± 0.04 91.64± 0.05 94.55± 0.04 93.62± 0.11 93.66± 0.04

L1 [14] 94.28± 0.01 91.57± 0.07 94.43± 0.07 93.65± 0.07 93.61± 0.06

L2 [29] 94.04± 0.11 91.47± 0.03 94.12± 0.04 93.54± 0.06 93.39± 0.06

L3 (α = 1) [36] 94.85± 0.04 91.22± 0.09 94.51± 0.03 93.36± 0.03 93.53± 0.02

inference time. In addition, the ConvNeXt architecture uses fewer action functions and
normalization layers than ResNet, reducing the computational requirement.

4. Conclusions and outlook

An efficient human attributes recognition system has been successfully presented in this
work. Efforts to use a state-of-the-art backbone like Swin-S or ConvNeXt can improve
the system’s accuracy. However, this improvement is still slight in the range of 1-2%.
There is quite a similar trend when optimization techniques like AdamW or RE are used.
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Tab. 5. Evaluation results of computational requirements for different models.

Backbone FLOPs [G] No. of params [M] Inference time [ms]

ResNet50 [9] 4.12 23.53 210
Swin-S [21] 8.52 48.85 70
ConvNeXt-v1-B [22] 15.36 87.58 70
ConvNeXt-v2-B [33] 15.36 87.71 80

The use of advanced weight functions can also solve the issue of data unbalancing and
thus significantly improve the accuracy. The ConvNeXt-v2-B should be used since it has
shown the best accuracy and computational efficiency. Any approaches trying to improve
the attribute recognition model are hard to produce remarkable results, especially for
practical applications with many challenging conditions. The post-processing technique
using keypoints of the pose for filtering attributes proposed in this work is efficient, which
improves the system’s accuracy significantly. Also, the use of keypoints can make the
system robust against the challenging conditions of real-life applications such as images
containing occluded or partially visible human body parts. For the best practice system,
we should combine two directions. On the one hand, we improve the attribute recognition
model with a state-of-the-art backbone, a diverse and large dataset, and optimization
training techniques, as shown in this paper. On the other hand, the post-processing
technique presented in this work should be added.

Although the keypoints concept has proven to have significant results for the system,
it should be further improved. First, the accuracy of the pose detection model can be
improved by fine-tuning the Yolov7-Pose on a more diverse and challenging dataset.
Second, the algorithm that uses keypoints to filter the attributes must be thoroughly
evaluated, especially in real-life and in challenging scenarios. For practical applications,
a lightweight model based on the processing pipeline proposed in this work is planned to
be developed so that it can be deployed on limited hardware resources of edge computing
devices.
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