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Abstract. Cancer is a deadly disease that has gained a reputation as a global health concern. Further,
lung cancer has been widely reported as the most deadly cancer type globally, while colon cancer comes
second. Meanwhile, early detection is one of the primary ways to prevent lung and colon cancer fatalities.
To aid the early detection of lung and colon cancer, we propose a computer-aided diagnostic approach
that employs a Deep Learning (DL) architecture to enhance the detection of these cancer types from
Computed Tomography (CT) images of suspected body parts. Our experimental dataset (LC25000)
contains 25000 CT images of benign and malignant lung and colon cancer tissues. We used weights
from a pre-trained DL architecture for computer vision, EfficientNet, to build and train a lung and
colon cancer detection model. EfficientNet is a Convolutional Neural Network architecture that scales
all input dimensions such as depth, width, and resolution at the same time. Our research findings showed
detection accuracies of 99.63%, 99.50%, and 99.72% for training, validation, and test sets, respectively.
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1. Introduction

Cancer is one of the leading causes of death globally causing about 10 million deaths or
one out of every six deaths in the year 2020. Of the various types of cancer, lung cancer
accounts for the highest number of deaths, accounting for about 18% of cancer deaths in
the year 2020; the second highest being colon and rectum cancer, which account for 9%
of cancer deaths [4,22]. The presence of cancer in the body is often medically confirmed
by medical imaging techniques such as Computed Tomography (CT) scan or Magnetic
Resonance Imaging (MRI) which are then analyzed and interpreted by medical experts.
To improve detection accuracy and reduce doctors’ burdens, Machine Learning (ML)
and Deep Learning (DL) techniques have been employed to accelerate the detection of
cancer in such medical images. This enables researchers to analyze a large number of
patients in much less time and at a lower cost |18]. The accuracy of these models on
real-world data has been limited largely because of insufficient datasets available for
experimentation, yet, near-perfect accuracy is highly desirable in medical systems.
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DL models, especially for computer vision, thrive on large volumes of data. When
these are not available, model performance may be unsatisfactory. Until 2019, freely
available cancer image datasets have only contained a few thousand images. However,
since the release of the LC25000 dataset |3], the research community has seen consistent
progress in the accuracy of cancer detection and classification models. However, our
major observation is that most published works have performed experiments on subsets
of the dataset (either lung cancer or colon cancer). This may be because of the relatively
large size of the entire dataset which makes attempts to build a single model to detect
both lung and colon cancers not achieve near-perfect accuracy. In this work, a single
DL model was developed to detect and classify lung and colon cancer with improved
classification accuracy over existing models. We used the pre-trained EfficientNet [19)
model to build a lung and colon cancer detection/classification model and obtained
99.72% accuracy on a hold-out (out-of-training) test set of 5000 images in only 44 training
epochs. The introspection results of our training and validation also reveal a good
training progression and “goodness of fit”. Our motivations for developing a single
model for lung and colon cancer classification include (i) the fact that both diseases
have the highest cancer fatalities, and (ii) the possibility of achieving better accuracy in
medical predictions when large datasets are available.

Our research contribution is to develop a novel DL model based on EfficientNet
for accurate and robust lung and colon cancer detection. This model is designed to
automatically extract the most important features from medical images for accurate and
reliable cancer detection. Furthermore, the proposed model is capable of achieving high
accuracy and robustness in the detection of lung and colon cancer. Additionally, we have
evaluated the proposed model on the LC25000 dataset to demonstrate its effectiveness
in detecting both types of cancer.

The rest of this paper is organized as follows. In Section [2| we review literature
related to the application of DL in cancer detection. The materials and methods used
in the research are given in Section [3] This includes the dataset used, the network
architecture, and applicable experiments. Section [f] presents our results and discussions.
Finally, conclusions and future work are given in Section

2. Review of related literature

The growing success of ML and DL has made it applicable in several walks of life in-
cluding cancer detection. In this section, we present a review of recent relevant works in
lung and colon cancer detection.

A MlL-based lung and colon cancer detection using hybrid model comprising deep
feature extraction and ensemble learning was introduced by [18]. Their hybrid model
which evaluated the histopathological (LC25000) lung and colon datasets achieved accu-
racy rates of 99.05%, 100%, and 99.30%, respectively. This feature extraction approach

Machine GRAPHICS & VISION| 32(1) 197} 2023. DOI:10.22630/MGV.2023.32.1.5 .


https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2023.32.1.5

J. D. Akinyemi, A. A. Akinola, O. O. Adekunle, T. O. Adetiloye, E. J. Dansu 87

(a hybrid ensemble feature extraction model that combines deep feature extraction and
high-performance ensemble learning for cancer images) is anticipated to be helpful for
the diagnosis of lung and colon cancers in medical sectors.

In [8], eight different pre-trained models for lung and colon cancer classification were
employed, also using the LC25000 dataset. Five of the eight pre-trained models (Incep-
tion V2 & V3, MobileNet, Xception and DenseNet169) achieved 100% accuracy, while
the rest (VGG-16, ResNet50 and NASNetMobile) achieved more than 95% accuracy.
While this may be a pointer to the effectiveness of these pre-trained models in classi-
fying lung and colon cancer images, it must be stated that the reported results are for
binary classifications on subclasses of the dataset with the largest subclass containing
10000 images. |14] proposed research directions to assist in early-stage detection of can-
cer while identifying gaps for future development of lung cancer detection in medical IoT
devices based on various ML algorithms utilized for detecting a number of diseases.

In [15], a Convolutional Neural Network (CNN) model was proposed that was char-
acterized by its speed of diagnosis and high accuracy with few parameters for diagnosing
colon cancer. The model consists of two paths where each path is responsible for creating
256 feature maps to increase the number of features at different levels in order to im-
prove the accuracy and sensitivity of the classification. They compared the performance
of their CNN model with VGG-16 model on the 10000 colon CT images of the LC25000
dataset and reported classification accuracies of 99.6% and 96.2%, respectively.

Having developed a lung cancer detection model using InceptionV3, Histogram of
Gradients (HoG) and Daisy feature extraction, [6] obtained 99.6% accuracy in classi-
fying benign and malignant lung tissues using 15000 lung CT scans from the LC25000
dataset. [12] introduced a lung cancer classification using Particle Swarm Optimiza-
tion (PSO), Genetic Algorithm (GA), and Support Vector Machine (SVM). In terms of
classification, PSO-GA-SVM outperformed SVM without parameter optimization. The
accuracy, precision, recall, and Fl-score values for the PSO-GA-SVM, were discovered
to be 97.69%, 98.46%, 98.82%, and 97.66%, respectively.

A DL-based classification framework for lung and colon cancer diagnosis using ML
was presented in [11]. A framework was proposed that can help medical professionals
identify as well as differentiate among five types of lung and colon tissues. A supervised
learning approach with a DL model was used to identify three cancerous and two non-
cancerous lung and colon tumors. In that research, pathological images were obtained,
relating to these types of cancers from the LC25000 dataset, which was also used to train
and validate the approach. After obtaining approximately 96% accuracy and proving the
superiority of this method over other similar cancer detection methods, it was concluded
that this computer-based identification method would allow less costly pathologists’
diagnoses of lung and colon cancer cases with minimal effort and time.

In |20], three CNN models were trained and tested for colon cancer detection using
the 10000 colon CT images of the LC25000 dataset. Two of the three CNN models
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were built from scratch while one of them was a pre-trained CNN (MobileNetV2). Of
the two models built from scratch, one used average-pooling and reported an accuracy
of 95.48%, while the other used max-pooling and reported an accuracy of 97.49%, but
the pre-trained MobileNetV2 outperformed them both with a classification accuracy of
99.67%. All accuracies were reported on 20% of the dataset while the remaining 80%
were used to train the models.

In [2], a framework was proposed based on multiple lightweight DL models (Shuf-
fleNet, MobileNet and SqueezeNet) for the detection of lung and colon cancer from
CT images in the LC25000 dataset. Following the extraction of deep features by these
lightweight DL models, features transformations such as Principal Component Analysis
(PCA) and Fast Walsh-Hadamard Transform were employed to reduce the dimension
of the features and extract a relevant subset of dense features. The resulting feature
subsets from the two transforms were then used to train four ML models out of which
Support Vector Machine had the best accuracy of 99.6%.

In [9], seven different DL architectures were tested on the colon images subset of
the LC25000 dataset. Ome of the DL architectures was a 9-layer CNN consisting of
convolution layers, max-pooling layers, a flatten layer, a dropout layer, and dense layers.
The other six models were pre-trained models (VGG-16, EfficientNetB0, ResNet101V2,
ResNet50, DenseNet121, and MobileNetV2). All the models were trained with 80% of
the data, and validated with 10% of the data while the remaining 10% was held out for
testing. The authors reported that their 9-layers CNN had the best accuracy of 99.8%
and thus outperformed all the pre-trained models. While this is commendable, it is
not justifiable from a computational standpoint, especially because they did not provide
details of how the pre-trained models were used for transfer learning (hyperparameter
tuning, whether layers were added, retrained etc.). However, the performance of this 9-
layer CNN is commendable, the training and validation plots show good generalization,
yet we believe that the accuracy of this 9-layer architecture is likely to drop when used
for a multi-class classification like ours.

To develop a transfer-learning model for detecting lung and colon cancer using
LC25000 histopathological images, [13] tuned and used a pre-trained model, AlexNet, to
classify the CT images of lung and colon tissues. Initially, the model achieved an overall
accuracy of 89.9%. A so-called class-selective image processing method was employed to
identify the underperforming class and selectively preprocess the images in that class.
This method improved the model accuracy to 98.4% showing that simple and efficient
image processing methods can improve ML model performance.

In [17], an analysis of lung cancer using a deep neural network was presented. 15000
samples of histopathological photographs of lung adenocarcinoma, lung squamous cell
carcinoma, and benign lung tissue from three different types were used. Histopathological
photographs of lung tissues were classified using a Computer-Aided Diagnostic (CAD)
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method. Using various pre-trained models with hyper-tuning, the best accuracy was
achieved from ResNet 101, a CNN network, at 98.67%.

In [23], a method for detecting and classifying colon cancer was proposed, using
what was called MA_ColonNET. This MA_ColonNET was built from a 45-layer CNN
architecture consisting of 2D convolution layers and max-pooling layers. MA_ColonNET
achieved a 99.75% accuracy on 2000 lung CT images which were used for testing the
trained model.

From the reviewed works, it has been observed that achieving very high accuracies
(over 99%) on “out-of-training” samples has been relatively difficult when building a
single model to predict both lung and colon cancer, compared with separate models for
lung and colon cancer detection. This is most likely due to the differences in the image
structures between the different disease types. However, considering the computational
demand of training, validating, testing, and deploying DL models, it is more expensive
to train two separate models on one dataset than it is to train a single model. More
so, since the LC25000 dataset has come as an answer to a request for larger datasets
for medical image analysis, it is sensible for the computer vision research community to
take advantage of its large size to develop better predictive models.

3. Materials and methods

In this work a DL approach for cancer detection from CT images is proposed. We have
experimented with a relatively large dataset of 25000 images, details of which can be
found in section Our DL architecture employs the pre-trained EfficientNet-B7 [19]
as the backbone and adds a few dense layers on top of it. The details of the architecture
are presented in section [3.2] The experimental setup is presented in section [3.3

3.1. Dataset

The dataset used in this work is the lung and colon cancer histopathological dataset [3]
which is also referred to as LC25000. It originally contains 250 images each of Lung be-
nign tissue (Lung n), Lung adenocarcinoma (Lung_aca), Lung squamous cell carcinoma
(Lung_scc), Colon adenocarcinoma (Colon_aca), and Colon benign (Colon n) tissue to-
taling 750 images which were then augmented to 25000 images with a total of 5000
images in each of the five classes. For the purpose of testing the performance of our net-
work, we created a hold-out test set that contained 20% of the total size of the dataset
(i.e. 5000 images). The remaining 20000 images were used for training and validation
in order to experiment and improve the architecture before finally testing it on the test
set. The validation split is 10% of the remaining 20 000 images (i.e. 2000 images), while
the remaining 18 000 images were used for training.

It is noteworthy that the hold-out test set was created with an equal number of
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Fig. 1. Samples of CT images from the LC25000 dataset H

Layer (type) Output Shape Param # Connected to

global_average pooling2d 2 (Glo {(Mone, 256@) -] top_activation[@][0]

flatten_2 (Flatten) {MNone, 256@) ] global_average_pcoling2d_2[@][@]
dense_8 (Dense) {MNone, 258) 655616 flatten_2[@][8]

dense_0 (Dense) (None, 128) 32896 dense_8[@][Q]

dropout_2 (Dropout) (None, 128) [:] dense_9[8][@]

dense_1@ (Dense) {None, &4) 8256 dropout_2[8][8]

dense_11 (Dense) {None, 5) 325 dense_18[@][@]

=zmzas
Total params: &4,794,78@

Trainable params: 697,093

Non-trainable params: 64,097,687

Fig. 2. Architecture of the top layers attached to EfficientNet-B7 for cancer detection from CT images.

images (1000) from each of the five classes. In the same vein, the validation split was
done so that equal quantities (400) of images from each class are present in the split.
This balance is important to ensure that class imbalance does not bias the classification
probabilities of each class at training. Figure [1| shows samples of images in the dataset
— one from each of the five classes.

3.2. Network Architecture

The EfficientNet-B7 architecture was developed by the Google Research Brain team. It
was first presented in the paper by in which a family of neural network models (B0
to B7) was developed by uniformly scaling all convolution dimensions of depth, width,
and resolution using compound scaling with a fixed ratio.

While EfficientNet-B7 showed improved accuracy on the ImageNet dataset at
that time (84.4% accuracy), the architecture also had fewer mode parameters compared
to the state-of-the-art. This means that it can be trained in less time and with fewer
computing resources and these are desirable features for transfer learning.

To create our cancer detection architecture, we reused the pre-trained EfficientNet-
B7 without its top layer. Then, we added 4 dense layers on top of the pre-trained
architecture as shown in Figure[2] The EfficientNet model architecture is very deep due
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Tab. 1. Hyperparameter settings.

Hyperparameter  Value
Input image size 224 x 224 x 3
Base learning rate 5-107°

Batch size 128

Optimizer Adam

Seed 42

Loss function Categorical cross entropy

Evaluation metric Accuracy

Tab. 2. Accuracy and loss values.

Training Validation Testing
Accuracy [%] 99.63 99.50 99.72
Loss 0.0124  0.0145 0.0103

to the compound scaling method adopted. The architecture was trained with images of
dimension 224 x 224 x 3, thus, that is the input dimension specified in the input layer
of the architecture.

The final dense layer of the network has five units for classifying the input image into
one of the five classes. The network was trained with a base learning rate of 5-10~5, using
the Adam optimizer and a categorical cross-entropy loss function. We also included a
dropout layer to drop 30% of the neurons in the previous layer in order to combat
overfitting and obtain a robust model. The model was trained with early stopping for 44
epochs. We set a seed value of 42 to ensure reproducibility in the random selection of the
test set. The modified EfficientNet-B7 architecture was trained on 18000 CT images,
validated on 2000 CT images and tested on a hold-out set of 5000 images.

3.3. Experimental setup

Experiments were carried out on Kaggle’s GPU T4 x 2 and the Tensorflow library was
employed for DL. Table [1| shows the hyperparameter settings employed for the experi-
ments.

4. Results and discussion
The results of training, validation, and testing are presented in Table|2l From the table,

it can be observed that the model training and prediction are in step and it is not
overfitting.
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Tab. 3. Comparison of cancer prediction models on LC25000 dataset.

No. Ref. Cancer type ML/DL model  Validation protocol Acc. [%]

1 [8] Lung and colon Inception, Train (80%); val. (20%) 96-100

Xception,

VGG-16,

ResNet,

MobileNet,

DenseNet,

NASNetMobile
2 [15] Colon VGG-16 Train (70%); val. (30%) 99.6
3 ]20] Colon MobileNetV2 Train (80%); val. (20%) 99.67
4 |17 Lung ResNet 101 Train (80%); val. (20%) 98.67
5 [23] Colon MA _Colon NET Train (80%); val. (20%) 99.75
6 [21] Lung and colon DarkNet+ SVM Train (70%); val. (30%) 99.69
7 |10] Lung CNN Train (90%); val. (10%) 97.2
8 |16] Colon DenseNet, Train (75%); val. (25%) 98.53

ResNet,

SVM,

RF,

KNN,

XGB
9 [5] Lung Ensemble Train (80%); val. (20%) 99.6
10 [1] Lung and colon DHS-CapsNet  Train (70%); val. (15%); 99.23

test (15%)
11 Ours Lung and colon EfficientNetB7  Train (~70%); val. (~10%); 99.72
test (20%)

The accuracy and loss plots in Figures[3]and [f] are a confirmation of the fact that the
model is not overfitting. They show a smooth progression of training towards convergence
and this is an indication of the robustness of the EfficientNet architecture for transfer
learning on a task such as cancer detection from CT images.

Figure[5]shows the precision, recall, and F1-score values on the test set, and Figures|[6]
and [7] show the confusion matrix with and without normalization of the predictions
on the test set. These two figures again show the details of the predictive power of
the developed cancer detection model as there were very negligible misclassifications at
test time. It is noteworthy that this model performance was achieved without further
data augmentation on the 18000 training images and in 44 training epochs. This is an
indication that the compound scaling method of EfficientNet is effective in detecting
cancerous cell nodules in tissue CT images.
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Training & Validation Acc.
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Fig. 3. Training and validation accuracy.
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0.14 =—— Training Loss
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Fig. 4. Training and validation loss.

precision recall fl-score support
8 8.9993 8.9978 @.9988 1888
1 1.6888 1.062e 1.0988 leea
2 @.9930 9.9958 @.9948 1020
3 8.99%3 8.9988 @,9985 1880
4 @.9958 @.99%e @.9955 leea
accuracy @.9972 5080
macro avg @.9972 @.9972 @.9972 5020
weighted avg @.9972 9.9972 2.9972 ]

Fig. 5. Precision, recall and F1l-score values.

We compared the performance of our developed model with other existing models on
the LC25000 dataset. Table[3|shows our comparative analysis of works published between
the years 2020 and 2022 on cancer detection from CT images using the LC25000 dataset.
Most of the works have employed various pre-trained DL models, but none had employed
the EfficientNet model for this task. Also, it can be observed that our developed model
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Fig. 6. Normalized confusion matrix.
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Fig. 7. Confusion matrix without normalization.
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significantly outperforms a good number of the works presented. However, a few works,
which performed at par with our work, have been closely ‘x-rayed’ and our analysis and
discoveries are presented in the next paragraph.

The paper [8] reported a 100% accuracy on the LC25000 dataset, but upon careful
examination, we found that they performed three binary classification tasks on three
subsets of the dataset and each of these subsets contains 10000 images. Therefore, their
classification model cannot be said to be as robust as ours. [15] used only the colon
cancer subset of the LC25000 dataset which contained only 10000 images. [21] used only
training and validation split and this method has been shown to result in overfitting to
the validation set. More so, the DarkNet part of their model was trained for 3000 epochs
and then some feature optimizations were carried out on the features before they were
used by SVM for a final classification. This does not compare to our model which was
trained for just 44 epochs yet achieved higher accuracy. As for [23], their work was also
built on the 10000 images of colon tissues, which is just a binary classification task and
does not come near our multi-class classification of 5 classes ranging from lung to colon
cancer.

5. Conclusions and future work

While the research in the detection of lung cancer using ML and DL seems to be getting
more attention than colon cancer, both deadly diseases ultimately require early detection
and diagnosis by health practitioners in order to mitigate the spread to other parts of
the body. The use of ML and DL methods to aid in the diagnosis of these diseases will
not only reduce the burdens of relevant stakeholders in cancer diagnosis, but it also holds
great prospects for faster and more accurate diagnosis, thus resulting in fewer fatalities.

In this work, a robust DL method for lung and colon cancer has been developed.
Trained on only 18000 images, the model was able to detect cancer in a hold-out test
set containing 5000 images to a very high degree of accuracy (99.72%). The fact that
existing works also have similar accuracies on the same dataset is a pointer to the fact
that we are drawing closer to a breakthrough in Al-assisted diagnosis of cancer disease.

Future work should focus on experimenting on a larger corpus, preferably from het-
erogeneous sources (e.g., various hospitals, various machines, etc.). More work also needs
to be done in terms of interpretation and analysis of the predictions to medical experts
and patients in order to improve the trust and confidence in Al-assisted diagnosis of
cancer.
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