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Abstract One of the most important steps in the operation of biometric systems based on iris recog-
nition of the human eye is pattern comparison. However, the comparison of the recorded pattern with
the pattern stored in the database of the biometric system cannot function properly without effective
extraction of key features from the iris image. In the presented work, we propose an iris recognition
system based on image feature extraction and extreme grey shade analysis. Harris-Laplace, RANSAC
and SIFT descriptor algorithms were used to find and describe key points. In the experimental part, two
methods were used to compare descriptors: the Brute Force method and the Siamese Network method.
IIT Delhi Iris Database (version 1.0), MMU v2 database, UBIRIS v1, UBIRIS v2 image databases were
used for the study. The proposed method utilizes a different approach when using the generalized corner
extraction algorithm (Harris-Laplace algorithms) for comparing iris patterns. In addition, we prove that
the use of the descriptor and the Siamese neural networks significantly improves the results obtained in
the original method based on paths alone in the case of well contrasted infrared images with very low
resolutions.
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1. Introduction

The iris is the opaque structure of the human eye. It is an element of the uveal membrane,
located between the lens and the cornea. Its central element of variable diameter is called
the pupil. Each iris has a pattern of discoloration, lining, and folds [1].

When looking for the optimal choice of a given biometric feature as an identification
tool, many different factors should be considered. Each of the solutions used today has
its strengths and weaknesses. One of the most important advantages of iris-based imag-
ing systems is the statistically low rate of recognition errors. When making a choice, one
should consider the adequacy of the solution to the satisfying needs related to identifi-
cation. Nowadays, biometrics is the most important element in capturing systems. In
addition, two-component systems, using biometrics and traditional solutions, are widely
available and easy to use. An example may be the increasingly common biometric pass-
ports. It has become common to use biometrics in mobile devices, smartphones, tablets,
laptops, where the standard is to install fingerprint readers and the iris of the eye. Bio-
metrics is also becoming present in banking. More and more banks are working on the
implementation of biometric systems as an effective identity control for customers, thus
increasing the same level of security for their services. The iris pattern is very distinctive
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and may not be sufficient to uniquely distinguish people. There are varieties of works
that have already shown evidence of aging of the iris pattern [2].

Identity verification solutions based on biometric methods are used to control access
to resources, also fulfilling the role of blocking unauthorized access attempts.

There are various neural network architectures that have been used for iris pattern
recognition. Each of them has drawbacks that are worth discussing.

One of the main challenges of UniNet [3] is its accuracy, which largely depends on
the quality of the data entered into it. A study by Zao et al. [3] shows that the accuracy
of the UniNet algorithm in iris recognition is about 98.4%, so there is still room for
improvement. Another disadvantage of this technology is the need for proper lighting
and positioning of the eye, which can be difficult in some situations, such as performing
identification at long distances or in low light, as discussed in the work of Hajari et al. [4].

The disadvantage of DRFNet [5] and GraphNet [6] is that they require a large amount
of training data, which can be difficult to obtain. In addition, their implementation can
require significant computing power.

Iris recognition using Siamese neural networks and point descriptors is one of the mod-
ern approaches in the iris recognition problem. The idea behind the creation of Siamese
neural networks was to develop a method for comparing similarities for very complex
data samples. The advantage of this method is the ability to compare data samples that
have different characteristics and types. A well-constructed Siamese network is able to
indicate subtle differences between two seemingly identical data samples [7].

When combined with point descriptors such as SIFT (Scale-Invariant Feature Trans-
form), SURF (Speeded Up Robust Features), ORB (Oriented Fast and Rotated BRIEF)
[8,9,10,11], Siamese networks can create a highly accurate iris recognition system. The
point descriptors are responsible for detecting characteristic points on the image and
generating vectors describing these points. One advantage of this approach is that point
descriptors can be used to recognize the iris, even if it is not fully visible in the image. Ad-
ditionally, Siamese networks with point descriptors have the ability to generalize and can
operate with high efficiency on training and test data from different sources [8,9,10,11].

A novel method for image matching using extreme grey shade values and the SIFT
descriptor was described in a publication by Zhao et al. [10]. The method is based on the
use of extreme grey shade values of the image, which have unique characteristics. The
authors proposed using the SIFT descriptor to extract characteristic points on the image
and create vectors describing these points. Then, the selected extreme grey shade values
are also added to the feature vector. The next step is to use a classification algorithm
that can learn to recognize image based on the created feature vectors The results of the
authors’ experiments show that the proposed method achieves an efficiency of 99.33%
in image recognition. It is worth noting that despite the promising results, the method
requires further research and testing on larger data sets to confirm its effectiveness and
applicability in real applications.
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Iris recognition systems can be vulnerable to fraud attempts, such as trying to present
artificially generated iris images. Research focused on increasing resilience to such types
of fraud is crucial for enhancing system security. The diversity of methods for comparing
iris patterns makes such fraud attempts challenging. The aim of our study was to develop
a new method for verifying individuals based on the iris by using properly extracted key
points with associated descriptors, which could serve as another alternative to existing
methods. Can a method using descriptors of points extracted from paths of extreme
value for greyscale be effective in solving the problem of comparing iris patterns? We
made a significant improvement to the original algorithm in [12]. Our modification
involved extracting key points and analysing the SIFT descriptors of these points using
Siamese neural networks. As a result, the algorithm has become resistant to various
lighting conditions and changes in the position of the registered object. Information
about the iris structure and its characteristics can be extracted from the paths of extreme
values for shades of grey, which can be an extension of the methods previously described
and can significantly improve their efficiency. The merit of descriptors combined with
appropriate extraction of key points is to enhance the features and increase the diversity
of iris patterns. The authors noted the great potential and effectiveness of comparing
patterns using a technique based on comparing outlier paths based on shades of grey.
Unlike the original method, ours proved more efficient for more than one set of irises. The
original extracting extreme value paths approach used in proposed method is discussed
in detail in Section 3.

2. State of the art

Nowadays, iris extraction is becoming more efficient and accurate thanks to developing
technologies. With the increasing number of available iris databases and developing
extraction algorithms, it is possible to achieve very high accuracy in iris recognition. One
of the most important developments in the field of iris extraction is the introduction of
methods using artificial neural networks. Neural networks make it possible to recognize
irises more accurately and quickly, which contributes to the efficiency of this method.

However, it is worth remembering that iris extraction is still a process that requires
high precision and accuracy. Many factors must be taken into account, such as image
quality, distance from the camera and the health of the eye, in order to obtain accu-
rate results. Therefore, research is still being conducted to develop more efficient iris
extraction methods and to improve the quality of data sets.

The current trend in research on comparing iris patterns is the use of CNN (Convo-
lutional Neural Network). A disadvantage of using CNN is its sensitivity to the quality
of training data. Researchers use artificial neural networks in various ways to solve the
problem of iris recognition. Lee et al. [13] used three CNN (Convolutional Neural Net-
work) models for extracting features from images of the iris. The developed model uses
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a non-square filter, and each CNN model is composed of eight convolutional layers and
three fully connected layers. In this method, two additional regions are extracted – iris
and periorbital region containing information about the shape of eyelids, eyebrows, and
skin colour. From these regions and blurred and normalized iris, feature vectors are
extracted and compared using SVM (Support Vector Machine). The proposed solution
is sensitive to eyelid shape change, light reflection noise, and eyelashes. Yang et al. [14]
pre-trained ResNet-18 model was used as an encoder of the created system – as an en-
coder skeleton for extraction of multi-level features. High-level functions have made it
possible to capture more contextual information. The low-and high-level functions are
combined by the Spatial Awareness Function Combine (SAFFM) module. Minimum
Shifted and Masked Distance (MMSD) is used to compare the encoded irises. The au-
thors achieved the Equal Error Rate (EER) factor of 0.27% for the developed method.
Chen et al [15] used proposed method called NSNet (convolutional neural network based
on the attention mechanism). Raw image without iris extraction was taken as input
for feature extraction and recognition. The average EER (Equal Error Rate) factor is
0.343%. Winston et al. [16] tried to solve the problem of limited availability of data
sets, which has a direct impact on the accuracy of classifiers. They have empirically
proved that Adam based optimization is good at learning iris features using deep learn-
ing. According to the conducted research, the hybrid network of deep learning with
SVM is the most appropriate method of recognizing the patterns of the iris of the eye,
reaching the accuracy of 97.8%. Liu et al. [17] using image blur with three filters in-
creased the accuracy of the methods of recognizing iris patterns using deep learning
techniques. Chen et al. [18] is another work that uses CNN to compare the irises of the
eye. The proposed method used a novel loss function called T-Center loss to enhance
the discriminant ability of deep models. To avoid the gradient explosions and identify
the appropriate hyperparameter, their approach simultaneously normalizes the feature
vectors and feature center vectors. Despite the sensitivity of fuzzy, mirror reflections and
reflections confirmed by the authors, the method gave satisfactory results. Liu et al. [19]
2-channel CNNs were used to recognize the iris. In the 2-channel CNN, the authors
introduced four key innovations, including a large-scale hybrid iris identification and
verification framework, a radial attention layer for weighing different regions of the iris,
online expansion schemes to increase resilience, and structural reduction to lower com-
putational load to improve performance. Ahmadi et al. [20] proposed a method based
on two-dimensional Gabor kernel (2-DGK), polynomial filtering, and step filtering to
solve the problem of iris recognition. The accuracy of the method is 95.36%. The same
authors tried to improve their work and hence in [21], they proposed an algorithm using
“hybrid radial basis function neural network (RBFNN) with genetic algorithm (GA) for
matching task” and obtained an accuracy of 99.99%, but this time the procedure took
much time (860.70 s).

Classic methods of iris pattern recognition have several advantages compared to those
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using CNN. One of them is the requirement of incomparably fewer computational re-
sources and memory. They are also simpler to understand and implement independently.
Wang et al. [22] used an improved algorithm, based on wavelet packet transformation,
to improve the iris recognition. The article uses the db4 wavelet base and Shannon en-
tropy to decompose a normalized iris image. The iris recognition system uses Hamming
distances. The authors declare the recognition effectiveness of the developed method
at 96.3%. Bala et al. [23] the authors managed to improve the method based on the
Xor-Sum Code (IXSC), allowing it to be used to recognize the iris both in the visible
and infrared light. The EER ratio is at the level of 8.27%. Galdi et al. [24] proposed
a multi-classifier based on three descriptors: colour, texture, and clusters. The method
achieved an EER of 0.29. The authors have released the source code of the method they
developed. This made it possible to compare the results obtained by us. Lv et al. [25]
in their method used an odd symmetric 2D Log-Gabor filter to analyse the phase and
amplitude of the iris texture in relation to different frequencies and orientations, and
use feature fusion to eliminate noise. Abbasi et al. [26] using a binary genetic algorithm,
they choose the best combination of various wavelet transforms, Fourier transforms, and
Gabor filter. The proposed method has achieved a FAR (False Acceptance Rate), of 0
and a FRR (False Rejection Rate) of 0.092. Barpanda et al. [27] to extract iris features
in their method they use wavelets from the Cohen-Daubechies-Feauveau 9/7 filter bank.
This method has been improved [28] by using the Mel-frequency cepstral coefficients
(MFCCs) to differentiate iris tissues. Gad et al. [29] segment the iris using the Delta-
Mean (DM) method proposed by them. At the stage of extracting the features of the
iris, an algorithm is used that combines the frequency and location of the features –
multi-algorithm mean. The average accuracy of the algorithm is 99.48% while EER is
0.28. Yao et al. [30] using Harr and log-Gabor transforms, they achieved a recognition
accuracy of 95%.

3. Proposed method

The goal of our research was to create a new method for comparing human iris patterns
using known and publicly available algorithms. The algorithm should detect subtle dif-
ferences in data samples, which would allow it to more precisely and effectively recognize
iris patterns recorded in various environments. We proposed to use the Harris-Laplace,
RANSAC (Random Sample Consensus) and SIFT descriptor algorithms to find and de-
scribe key points in the iris. The extracted key points of the studied iris are compared to
those in the database using two Brute Force methods and Siamese neural networks. The
proposed method is unique and easy to implement. For the sake of our goal, we used three
iris bases in our research, namely IIT Delhi Iris Database (Version 1.0) [31], MMU.v2
database [32], UBIRIS v1 [33]. Since the iris images in the aforementioned databases
were recorded in a restricted environment, we chose the UBIRIS v2 database [34] to
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compare the performance of proposed method in an unrestricted environment. In the
above-mentioned collection of the irises of the eye, the outer and inner boundaries are
not always a perfect circle, which is directly related to the angle at which the image was
recorded. Therefore, the assumption that the center of the pupil of the eye is located in
the center of the captured image may be a mistake. For the initial determination of the
pupil area, we used the diagrams developed in our previous articles [35,36]. Images from
UBIRIS v1 [33] have been converted to greyscale. Proposed method does not take into
account iris rotation. Unfortunately, in the case of the UBIRIS v2 database [34], classical
iris segmentation algorithms such as the one developed by us are not effective enough
for the proposed iris pattern recognition method to work properly. For this database, we
used the method developed by Omar et al. [37]. For the other bases, we describe below
the iris extraction method we developed in previous articles.

The boundaries of the iris in images recorded at an angle other than a right angle are
shaped like an ellipse. To eliminate image distortion and convert the elliptical boundaries
of the iris into a circle in the area of the pupil, a rectangle is circumscribed. Having
information about three points lying at the vertices of the rectangle (i′

1, j′
1), (i′

2, j′
2),

(i′
3, j′

3), we are able to find the affine transformation of this object into a square:

(i1, j1) → (i′
1, j′

1) ,
(i2, j2) → (i′

2, j′
2) ,

(i3, j3) → (i′
3, j′

3) .
(1)

For the points belonging to the vertices of the square (i1, j1), (i2, j2), (i3, j3), one
should find the transformation coefficients (a00, a01, a02, a10, a11, a12) by solving the sys-
tem of equations (2):

i1
j1
i2
j2
i3
j3

 =


i′
1 j′

1 1 0 0 0
0 0 0 i′

1 j′
1 1

i′
2 j′

2 1 0 0 0
0 0 0 i′

2 j′
2 1

i′
3 j′

3 1 0 0 0
0 0 0 i′

3 j′
3 1




a00
a01
a02
a10
a11
a12

 . (2)

In such a transformed image, determining the pupil center (x0, y0) inscribed in the
square becomes a trivial task. The next stage of isolating the iris of the eye is to identify
two points (x1, y1)(x2, y2) lying on the outer border of the iris [34]. From the indicated
points and the pupil center, the radius of the circle is determined, to which these points
belong:

R =

√
(y1 − y2)2 + (x1 − x2)2 ∗ sin

(
π
2 − tan−1

∣∣∣ y1−y2
x1−x2

∣∣∣)
sin

(
π − 2

(
π
2 − tan−1

∣∣∣ y1−y2
x1−x2

∣∣∣)) . (3)
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a

b

c
Fig. 1. Iris segmentation – (a) UBIRIS v1 [33], (b) MMU.v2 database [32], (c) IIT Delhi Iris Database

(Version 1.0) [31].

The result of determining the boundaries of the outer and inner iris of the eye is
shown in Fig. 1.

Iris normalization is aimed at transforming the area of the iris separated at an earlier
stage into an area of constant size, regardless of the previously separated area of the iris.
Obtaining consistent sizes is essential for the iris comparison procedure. Normalization
ensures resistance to discrepancies in the size of the irises caused by the dilating pupil –
resulting from different environmental conditions in which the image was recorded. All
of images have been reduced to the size of 240×340 pixels.

In this work, the conversion of the Cartesian coordinates (x, y) to coordinates in the
non-concentric polar system (p, θ) was used:

p = log
√

(x − xc)2 + (y − yc)2 ,
θ = atan2(y − yc, x − xc) ,

(4)

where (xc, yc) – pupil center coordinates.
The result of applying the mathematical transformation to the iris image is an image

with a constant size of 240×60 pixels (Fig. 2). To enhance texture details of the iris, we
used adaptive histogram equalization (CLAHE).

Proposed algorithm is based on changes in the intensity of points in stripes of constant
size. As in the work of Rathgeb et al. [12], point intensity paths are extracted.

The pre-processed iris image I is divided into 15 stripes with a width of 4 points
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a b c
Fig. 2. Modified iris image of the eye – (a) UBIRIS v1 [33], (b) MMU.v2 database [32], (c) IIT Delhi

Iris Database (Version 1.0) [31].

Fig. 3. Examples of extraction of paths of the variability of point values – maximum, minimum.

according to the formula (5) as in the work of Rathgeb et al. [12]:

I → {I1, I2, . . . , I15} . (5)

From each iris image of the eye, 15 paths are extracted for points with maximum
and minimum values in each of the strips PL and PH (6).

PL =


PL1
PL2
PL3
. . .

PL15

 , PH =


PH1
PH2
PH3
. . .

PH15

 . (6)

The detected paths are shown in Figure 3. Black marker without texture corresponds
to the area covered by eyelashes, eyelids – these are areas of complete blackness or areas
of white colour.

In the described method, points extracted from the paths of maximum and minimum
values from the iris image are analysed. The path is formed by the local extremes of
grey shade values, excluding the maximum – white colour and minimum – black colour.
Thus, the analysis is carried out in relation to the extremes of grey shades. Selected
conventional techniques support the process of minimizing the elements to be analysed,
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Fig. 4. Examples of key point extraction prior to RANSAC application.

making the process more efficient and comparable in effectiveness to the other techniques
discussed in the manuscript.

Proposed method is based on the search for key points in the images shown in Fig. 3.
Classic feature extraction methods by means of a key point detector use a region de-
scriptor around each of the detected points. The main purpose of the descriptors is to
isolate the characteristics of the information near each key point. Based on previous
studies [38, 39], experiments were carried out to select the best feature descriptor from
among the descriptors (SIFT – Scale-Invariant Feature Transform, Principal Component
Analysis PCA-SIFT, GLOH – Gradient Location and Orientation Histogram, SURF –
Speeded Up Robust Features).

In this study, we used a method based on Harris-Laplace [40] (7) and SIFT keypoint
descriptor [41] algorithms. The features obtained using SIFT are constant in scale and
rotation of the image. The SIFT descriptor creates a vector of the values of the orienta-
tion histogram in the region of each key point. These quantities are determined by the
gradient and the orientation around the key points. The use of Laplacian-of-Gaussian
makes the detected points resistant to changes of scale σ1 and can be detected in the
image after resizing it. The combination of the above algorithms ensures repeatability
of features and scale invariant fit.

R = g(Ix
2)g(Iy

2) − [g(IxIy)]2 − α
[
g(Ix

2) + g(Iy
2)

]2
, (7)

where α was experimentally set at 0.42. Meanwhile, R values greater than 4.8 indicate a
detected corner. Ix and Iy are the respective derivatives in the x and y direction applied
to the smoothed image and calculated using a Laplacian-of-Gaussian (LoG) filter g with
scale σD = 8σ1. The σ1 parameter determines the current scale at which the Harris
corner points are detected.

Only the key points in the images of the extracted paths are subjected to further
analysis. Figure 4 shows the key points for each path.

The feature matching process is to find matching points on the recorded image and
the pattern in the database. Once the points and their descriptors have been extracted,
the goal is to find consistent matches across all the iris images. We introduced location
restrictions [39]. Applying localization constraints reduces the time needed to process
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Fig. 5. Localization of a key-point.

the descriptors and prevents false matches. The iris area has been divided into four
sections (Fig. 8). The point descriptors are in the same areas regardless of possible
scale differences. We used the RANSAC algorithm to eliminate points with erroneous
features. Experimentally and through the analysis of research on descriptor comparison
methods [42], we decided to use the Brute Force method.

In the Brute Force method, the descriptors from all features must be matched to
the descriptors of all features in another image. This is an extremely time-consuming
solution. The method guarantees obtaining a solution without any guarantee that the
solution is optimal. The Brute Force method uses the Euclidean distance between two
descriptors. A smaller distance dv indicates greater similarity between two points (8).

dv(v1, v2) =
√∑

(v1 − v2)2 , (8)

where v1, v2 – two feature description, SIFT feature descriptor will be a vector of 128
elements (16 blocks × 8 values from each block – Figures 5-6).

Although previous studies have shown that feature extraction methods are resistant
to cluttered images [40], we decided to remove areas of the iris obscured by the eyelids
using a method developed by us [36]. This procedure allows us to increase the quality
of detected key points. Figure 7 shows a block diagram of the method we propose.

The percentage of similarity P between two images can be calculated using for-
mula (9):

P = |CF|/|TF| , (9)
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Fig. 6. Structure of a single block 4×4.

Fig. 7. A block diagram of the proposed method.

where CF is the correctly matched features after applying the RANSAC algorithm, TF
is the total number of matches. A P value closer to 1 indicates a high degree of similarity
between the analysed irises.

The problem of correctly matching the iris pattern to the correct person can be gener-
alized to the multiclassification problem known from deep learning methods. Considering
the drawbacks of the Brute Force method, we decided to use the Siamese Network [43]
for iris pattern classification. The structure of a Siamese network can be compared to
two other neural networks working side by side. Both networks have the same structure

Fig. 8. Division of key points into four areas of equal width after applying RANSAC.
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Fig. 9. Siamese Network structure used to compare SIFT descriptors.

and the same weights. These networks are then combined using a function that calcu-
lates a measure of similarity or distance. The structure of our Siamese network is shown
in Figure 9.

The Siamese Network output aims to measure the similarity between two feature vec-
tors obtained from CNNs. We were guided by the hypothesis that descriptors describing
extracted points of the same iris will have similar feature vectors, which is equivalent
to a small distance between them. Similarity between feature vectors can be measured
using multiple distance metrics. During the training phase of the convolutional Siamese
Network, we used the Triplet Loss Function:

L(x, y, a) = max(0, d(a, x) − d(a, y) + m) , (10)

where two iris descriptor vectors of the same person and an iris descriptor vector of
another person are selected randomly. The vectors of iris descriptors belonging to the
same person are considered similar, so one is used as an anchor a and the other as a
positive x, while the vector of iris descriptors of another person is considered negative,
m is a margin value to keep negative samples far apart. In this paper, we used the CNN
network architecture proposed in [44] shown in Fig. 10. The neural network architecture
was chosen because of the high similarity of our input signal to the one used in the
aforementioned work. The magnitude weighted angle histogram obtained from each
point can be written in the form of a one-dimensional vector, which in turn is a kind of
equivalent of recording the signal path – wave (Fig. 11). The input vector is created by
starting from the point closest to the upper-left corner of the image, and then adding
points located on the same path towards the right edge. This process is applied to each
path.

4. Experimental result

The aim of the experiments was to achieve accurate iris pattern classification results
using descriptors of points extracted from paths of extreme value for greyscale. The
selection of the similarity value is crucial for the correct decision to confirm or reject
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Fig. 10. Diagram of a single CNN network structure.

Fig. 11. Graph of SIFT descriptors points as a one-dimensional vector.

the user’s identity. The estimated similarity threshold separating the two results of the
biometric verification has been considered. The verification result may or may not match
the pattern.

Determining the optimal value for the similarity threshold required image analysis
for two types of collections of the iris of the eye. The trials were made on the irises of
the same people (mated-comparison) and on the irises of different people (non-mated
comparison). Images of the left and right eyes of the same person were treated as if they
belonged to two different people. The value of the similarity P threshold of which the
images of irises are considered to be from the same person was experimentally set at
0.38. Data from all the databases were used to determine the P threshold. The choice
of the P threshold is illustrated by the graph shown in Fig. 12.

For experimental purposes, we made our own implementation of the algorithms:
Wang et al. [22], Yao et al. [30], Rathgeb et al. [12]. All these algorithms were tested
under the same experimental conditions.

We first analysed the method using the Brute Force technique.
Figure 13 shows the result of comparing the irises of the same people (mated-

comparison) with the calculated similarity coefficient. On the other hand, Figure 14
shows the result of comparing the irises of different people (non-mated comparison). Fig-
ures show the key points detected. All images from each of the IIT Delhi Iris Database
(Version 1.0) [31], MMU.v2 database [32], UBIRIS v1 [33], UBIRIS v2 [34], databases
were selected for the experiments.

To evaluate the performance of the proposed system, the recognition (accuracy)
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Fig. 12. Diagram illustrating an experiment to select a P threshold.

Fig. 13. Comparison of key points for the paths of maximum values (P = 0.6072) and minimum values
(P = 0.731) – mated-comparison.

coefficient was used as an evaluation parameter (11).

ACC = (TP + TN)/(TP + TN + FN + FP) , (11)

where TP – true positive recognition, TN – true negative recognition, FP – false positive
recognition, FN – false negative recognition. The above-mentioned AAC parameter
ranges from 0, (meaning perfectly correct recognition) to 1, meaning error.

In the second part of our experiment, we used the Siamese Network. The images
from each base were divided into a training set and a test set at a ratio of 80% to 20%.
The division was applied to each of the classes present in the test sets. In addition,
transformations of the source images such as rotation, vertical, and horizontal reflection,
zoom and shift along the X or Y axis were used in the testing phase.
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Fig. 14. Comparison of key points for the paths of maximum values (P = 0.0273) and minimum values
(P = 0.0911) – non mated-comparison.

Each class thus contained 15 iris images – 5 images for each input. The Siamese
Network uses data augmentation. For this purpose, simple geometric transformations
were used – shift, reflection, tilt. The crucial element is the error of validation and
training of the network. If the error decreases, the training should continue. If the
validation error starts to increase, there is a high probability of over-fitting. It is therefore
necessary to set the highest possible number of epochs (e.g., 100 epochs) and, based on
the error rates, terminate the training. An epoch is one learning cycle in which the entire
training data set is visible. A large number of epochs can result in improved precision
up to a certain limit, beyond which the model becomes over-fitted to the data. A small
number of epochs, on the other hand, can result in an inappropriate fit to the data. We
observed that above 40 epochs, the model does not improve.

The value of m in Eq. (10) must be chosen experimentally and depends on the domain
of application. The value of m = 1 was experimentally determined. In Table 1, we have
presented the results of experiments to determine the optimal m parameter.

The neural network must have correctly prepared data. One of the most important
rules is that the input data must have the same size.

In our neural network proposal, we used a 4×1 kernel with 6 to 64 filters. Small
kernels can extract much more information from the input data containing highly local
functions. The smaller kernel size also leads to a smaller reduction in the dimensions
of the layers, allowing for deeper architecture. Other parameters of our network – max
pooling with a pool size of 2 and stride 2 and utilize dropout of value 0.23 between
the pooling and convolutional layers. The dropout method is very efficient, because
in every pass the connections are randomly turned off. This ensures that the neural

Tab. 1. Values of parameter m with corresponding accuracy of Siamese Network.

m 0.5 0.75 1 1.25 1.5
Accuracy of the Siamese Network (%) 88 92 97 95 89
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Fig. 15. Experiment results for different values of the dropout parameter.

network does not learn “by heart” too quickly, because the architecture changes a little
bit every recalculation by resetting the random connections of the neurons. During the
experiments, we tested the parameter dropout in ranges of 0.20 to 0.26, with a step of
0.03. The results of these experiments can be seen in Figure 15.

Table 2 presents the results of measuring the execution time of individual stages of
the algorithm we developed. Table 3 presents a comparison of the proposed method to
the three methods described at the beginning of this article. To measure execution time,
we used BenchmarkDotNet [45]. The test platform was a computer equipped i7-11700K
CPU (central processing unit) with NVIDIA TITAN RTX GPU (graphics processing
unit) was used.

The decision on the quality of the biometric verification method is assessed by the
values of the FAR, FRR and EER coefficients. A wrong acceptance may indicate a se-
curity hole, while an unfair rejection becomes embarrassing for the legitimate user. The
compromise to the above is the EER factor. The ROC (receiver operating characteris-
tic) curve allows us to determine and indicate the efficiency of biometric comparators,
maintaining a compromise between the FAR and FRR coefficients.

We divided our experiments into two groups. In the first experimental group, we
analysed and compared the performance of our chosen algorithms for images recorded in
the IIT Delhi Iris Database (Version 1.0) [31], MMU.v2 database [32], UBIRIS v1 [33].
These are collections of images recorded in a limited environment. On the other hand,
in the second experimental group, we used UBIRIS v1 database [33] comparing the
effectiveness of the algorithm with UniNet [3], DRFNet [5] and GraphNet [6]. The
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results of the first phase of our experiments are presented below. The authors repeated
the experiments 30 times, and the reported results are the arithmetic means.

FRR is the ratio of the false negatives to the sum of the true positive and false
negative. The test allowed the FRR ratio at the level of 1.80% (Brute Force) and 0.70%
(Siamese Network) to be determined. The FAR coefficient for the implemented algorithm
was determined at the level of 2.80% (Brute Force) and 2.10% (Siamese Network). FAR
is the ratio of the false positive to the sum of the false positive and true negative.

In contrast, Table 4 shows a comparison of the accuracy of the proposed method for
each database. A similar comparison for each of the tested bases for other methods is
presented in Table 5.

The maximum execution time of the algorithm is just over two seconds (2229.10 ms,
2178.30 ms), the shortest time was less than a second (125.50 ms, 178.30 ms). This made
it possible to obtain an average time of one second (1077.85 ms, 1015.30 ms) for the Brute
Force and Siamese Network methods, respectively.

In the second phase of testing, we used the previously discussed neural networks
comparing the results they obtained for images from the UBIRIS v2 database [34].

In a paper by Zao et al. [3] investigated the effectiveness of the UniNet neural network
in dissecting the iris of the eye using on images recorded in infrared light – in our test we

Tab. 2. Time complexity of the proposed method.

Time [ms]
Algorithm step Minimum Maximum Average

Locating and Segment Iris 104.00 2161.00 1000.00
Normalization 2.00 3.00 2.50
Encoding 8.20 10.30 9.25
Match (Brute Force) 11.30 54.80 66.10
Match (Siamese Network) 3.10 4.00 3.55
Total (Brute Force) 125.50 2229.10 1077.85
Total (Siamese Network) 117.30 2178.30 1015.30

Tab. 3. Time complexity, accuracy, EER of the proposed method with other known algorithms (average
value) – IIT Delhi Iris Database (Version 1.0) [31], MMU.v2 database [32], UBIRIS v1 [33].

Algorithm Time (s) Accuracy (%) EER (%)

Wang et al. [22] 1.13700 95.30 0.60
Yao et al. [30] 1.08820 91.00 0.91
Rathgeb et al. [12] 1.14990 86.00 1.17
Proposed method (BF) 1.07785 97.74 0.26
Proposed method (SN) 1.01530 98.70 0.17
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used the UBIRIS v2 database [34]. For iris recognition, UniNet can use various image
processing techniques such as edge detection, segmentation and normalization of iris
images. The network can also take into account different lighting conditions and iris
positions to ensure recognition performance.

Tab. 4. Comparison of accuracy, EER, FAR, FRR of the proposed method for each used database.

Database Accuracy (%) EER (%) FAR (%) FRR (%)

Brute Force

MMU.v2 database [32] 97.31 0.34 2.60 2.90
IIT Delhi Iris Database 98.70 0.19 2.40 0.60
(Version 1.0) [31]
UBIRIS v1 [33] 97.20 0.26 3.40 1.80

Siamese Network

MMU.v2 database [32] 98.60 0.20 2.40 1.30
IIT Delhi Iris Database 99.20 0.13 1.30 0.30
(Version 1.0) [31]
UBIRIS v1 [33] 98.20 0.20 2.50 0.60

Tab. 5. Comparison of accuracy and EER of Wang et al. [22], Yao et al. [30], Rathgeb et al. [11] method
for each used database (average value).

Database Accuracy (%) EER (%) FAR (%) FRR (%)

Wang et al. [22]

MMU.v2 database [32] 95.10 0.20 2.40 0.50
IIT Delhi Iris Database 97.80 0.23 2.20 0.64
(Version 1.0) [31]
UBIRIS v1 [33] 93.00 0.17 2.80 1.40

Yao et al. [30]

MMU.v2 database [32] 86.50 1.70 2.60 2.10
IIT Delhi Iris Database 98.50 0.12 1.80 0.30
(Version 1.0) [31]
UBIRIS v1 [33] 88.00 0.91 2.30 1.50

Rathgeb et al. [12]

MMU.v2 database [32] 88.20 0.71 1.60 1.10
IIT Delhi Iris Database 91.60 0.67 0.90 1.00
(Version 1.0) [31]
UBIRIS v1 [33] 78.20 2.13 1.70 3.10
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DRFNet [5] is another neural network model used for iris recognition. This network
consists of several blocks with convolution layers, ReLU (Rectified Linear Unit), Batch
Normalization, Pooling layers and Global Average Pooling. The entire network is also
based on recursive layer pooling.

The latest GraphNet neural network model for iris recognition [6] is based on a graph-
based data structure. It consists of two main blocks: a feature extraction block and a
classification block. The feature extraction block uses convolutional neural networks to
extract important iris features. The classification block uses graph data structure for
accurate classification.

In Table 6 we have presented a comparison of the proposed method to the methods
presented above for the UBIRIS v2 database [34]. The tests were performed using pre-
trained neural networks.

Figures 16-17 show the relation between FPR as the False Positive Rate against the
TPR as the True Positive Rate (12).

TPR = TP/(TP + FN), FPR = FP/(TN + FP ) (12)

Images in which the iris was more obscured by eyelids or eyelashes gave the algo-
rithm [12] more problems. The algorithm [12] was able to correctly extract the correct
points needed to create paths with extreme values. Our proposed modification is resis-
tant to the above-mentioned problems. Examples of these images are shown in Figure 18.
Our CNN model reaches almost 100% accuracy and as one can see the network training
should finish at the 40th epoch (Fig. 19, Fig. 20); increasing the training period does not
significantly affect the network quality. Fig. 20 shows the training curves for all three
networks, which are part of our Siamese Network.

5. Discussion

The iris extraction algorithm proposed by [12] is sensitive to light reflections occurring
near the centre of the pupil which causes inaccurate segmentation of the iris. In addition,

Tab. 6. Time complexity, accuracy of the proposed method with other known algorithms UniNet [3],
DRFNet [5], GraphNet [6] – UBIRIS v2 [33].

Algorithm Time (ms) Accuracy (%) EER (%)

UniNet [3] 6.10 99.32 0.08
DRFNet [5] 5.80 99.36 0.06
GraphNet [6] 6.70 99.24 0.11
Proposed method (SN) 5.90 99.15 0.18
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Fig. 16. ROC curve (Brute Force) – UBIRIS v1 [33], MMU.v2 database [32], IIT Delhi Iris Database
(Version 1.0) [31].

Fig. 17. ROC curve (Siamese Network) – UBIRIS v2 [34], UBIRIS v1 [33], MMU.v2 database [32], IIT
Delhi Iris Database (Version 1.0) [31].

the path extraction method does not eliminate all extreme values, which causes large in-
accuracies when comparing iris patterns. The elimination of noisy areas in the paper [12]
is based on the elimination of the area where noise, due to eyelashes and eyelids, is most
likely to occur, without considering noise in other areas of the iris. The extracted iris
areas are subjected to the Gaussian blur algorithm, which also does not guarantee get-
ting rid of extreme values from the extracted area. The experiments prove that, in the
case of analysing the paths of extremes of grey point values, it is enough to analyse the
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a

b
Fig. 18. Example of images which are discarded in our experimentations for our segmentation method

– (a) UBIRIS v1 [33], (b) IIT Delhi Iris Database (Version 1.0) [31].

Fig. 19. Accuracy and loss curves for all databases.

appropriately extracted points together with their descriptors. This procedure reduces
the amount of data required for analysis.

In the second method we reproduced [30], feature extraction was performed using the
Haar wavelet transform, and classification was done by clustering the wavelet feature data
using the K-means method. Local iris texture features were extracted using a Log-Gabor
filter. The method produced similar results in all tested databases and proved inferior
to the proposed method.

In both algorithms [30] and [12], a small fragment of the iris area is analysed, which
distinguishes the two approaches from the one proposed here and appears to be an
inferior approach to solving the iris recognition problem.

The proposal to eliminate areas obscured by eyelids and eyelashes using rigidly cho-
sen parameters [30] [12] is less effective for highly noisy images. The experiments we
conducted prove that using the entire iris area gives better results [22].

The EER was also studied, as it is a compromise between the convenience and effec-
tiveness of the biometric recognition system. The EER measure is determined using the
FRR and FAR ratios discussed above. A system with a lower EER is more accurate. The
EER value indicates that the proportion of false acceptances is equal to the proportion
of false rejections. The average value of the EER 0.26 (Brute Force) coefficient achieved
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a

b

c
Fig. 20. Accuracy and loss curves – (a) anchor, (b) positive, (c) negative.

by us is comparable to other methods described in the introduction. If we look at the
individual iris databases in more detail, it can be noticed that in the case of IIT Delhi
Iris Database (Version 1.0) [31], we managed to achieve an EER value of 0.24. This is
the best result of all the previously discussed works.

However, the obtained mean accuracy value of proposed method (Brute Force), equal
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to 97.74% and a variant of proposed method using the Siamese Network achieved effi-
ciency of 98.70% with an EER of 0.17. The Siamese Network proved to be almost 20
times faster than the Brute Force.

Overall, the IIT Delhi Iris Database (Version 1.0) [31] shows the best results. This
is mainly because the IIT Delhi Iris Database (Version 1.0) [31] presents well-contrasted
images with appropriate resolution for feature extraction methods based on key points,
although this database is strongly disrupted by eyelid and lash occlusions. The MMU.v2
database [32] has a lower image resolution. The UBIRIS v1 [33] database is noisier in
terms of lighting, motion blur, tilt angle and viewing direction. We therefore can claim
that the proposed method is the most stable and has the highest performance in the
three databases considered. Moreover, by comparing the results with those presented
in Tables 2, 3, 4 one can see the benefits of using our suggested modification of the
algorithm in [12] and indicates the superiority of image analysis methods using CNNs
over methods using traditional image processing. The proposed method is better than
the methods proposed by Wang et al. [22], Yao et al. [30], Rathgeb et al. [12].

The UBIRIS v2 database [34] is one of the largest and most diverse databases of irises
from different individuals. This diversity allows testing the performance of iris recogni-
tion under different conditions, such as varying lighting, different cameras, and different
iris positions. In addition, it is one of the most popular and widely used iris databases
for testing recognition algorithms. Tests on the UBIRIS v2 database [34] have shown the
great potential of proposed algorithm. Compared to other neural networks, the result
obtained is minimally inferior. The improvement over previously tested databases may
be due to a different approach to the iris segmentation problem. On the other hand, a
better algorithm execution time was obtained from UniNet [3] and GraphNet [6] algo-
rithms. The execution time of proposed algorithm was 5.90 ms, which was only 0.10 ms
worse than that of the DRFNet algorithm [5]. The EER parameter of 0.18 achieved in
the test demonstrates the high quality of proposed algorithm.

6. Conclusions

The use of the method of recognizing the iris of the eye with the use of encoding with
extreme values of shades of grey and the use of the Harris-Laplace algorithm [40] and
SIFT keypoint descriptor [41] Siamese Network [43] gave promising results. The achieved
EER, FRR and FAR coefficients allow us to conclude that the proposed method retained
a compromise between the efficiency and the speed of comparison of patterns. Through
our verification process, we have determined that the utilization of Siamese neural net-
works in combination with SIFT descriptors serves as a viable alternative to other exist-
ing methods, as described in the literature, which rely on point descriptors and neural
networks for iris recognition.

Our research shows that the introduction of simple components to methods developed
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by other authors [12] allows to significantly improve the quality of these algorithms,
providing modern results in the field of iris biometrics. We provide conclusive evidence
that valuable information pertaining to the structure and characteristics of the iris can
indeed be successfully extracted from the paths of extreme values for different shades of
grey. This approach can be considered as an extension of the previously described iris
recognition methods, with the added benefit of significantly enhancing their efficiency
and effectiveness.

Unfortunately, the method turned out to be less effective in the case of images
recorded in visible light and heavily noisy. The method achieves the best results with
well-contrasted images. Proposed algorithm can be implemented on more bases. Experi-
ments have proved the effectiveness of the method on images captured in visible light and
on images captured in infrared light (weakly and strongly contrasted). The algorithm
is unable to properly extract paths if there are large areas with similar values. In this
case, the paths overlap, causing distortions in the final stage of extracting these paths.

Future work will focus on the use of artificial intelligence to dynamically determine
the degree of similarity and to extract high and low value paths, from noisy images in
particular. The described method is applicable in the conditions of the tested image
databases. Subsequent studies will focus on the possibilities of applying the method
in different environments and image capturing conditions. In addition, the authors
intend to eliminate the drawbacks of the developed method, so that it is effective for iris
images captured with, for example, smartphones [47] with account eye iris rotation (use
more challenging databases). Images captured with an SLR (Single-Lens Reflex) camera
that is several years old [32] are characterized by minimal chromatic aberrations and
provide sharp, crisp images even from a very short distance compared to even the latest
smartphones [46]. Images captured with a DSLR (Digital Single-Lens Reflex) camera
are usually deliberately underexposed, lacking saturation and digital overexposure, so
that later in further processing we can adequately stretch the tonal space and enhance
what we care most about, highlighting in this case the subtle differences between iris
points. Images of the iris, taken in infrared light, have additional information about
the iris pattern. In the work of Hosseini, et al. [47], an extensive comparison was made
between the visible-light and infrared iris registration methods.
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