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Abstract.

A solution to the problem of adjusting the pose of an animated video game character to the diverse
terrain and surroundings is proposed. It is an important task in every modern video game where there
is a focus on animated characters. Not addressing this issue leads to major visual glitches such as legs
hovering above the ground surface, or penetrating the obstacles while moving. As presented in this
work, the described problem can be effectively solved by examining the surroundings in real-time and

applying Inverse Kinematics (IK) as a procedural post process to the currently used animation.
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1. Introduction

The reception of modern video games relies highly on their visual quality. Such quality
is achieved not only by graphics rendering techniques, but also by making sure that the
elements of a virtual world fit each other and form a believable whole [I]. In most of
the First Person Perspective (FPP) and Third Person Perspective (TPP) games there
is a strong focus on animated characters inhabiting the world. Such characters traverse
the world guided by human players or Artificial Intelligence (AI). They interact with
the game environment, such as terrain or obstacles, using physics systems dedicated for
games.

Physics prevents characters from colliding with the world geometry, but in order to
operate efficiently they provide only a very rough approximation of the character’s shape.
Traditionally it is a capsule or an ellipsoid. While the entire character is moved by the
physics system, the motion of its body parts is realized by the Forward Kinematics (FK)
animations. FK animations provide a time varying position and orientation of each of
the character’s virtual bones in its local coordinate system (Fig. [1).

Since the bones form a hierarchy and the position of the hierarchy root is controlled
by another system (physics or any other locomotion controller) the absolute position
of each bone can be determined. However the main issue with this standard approach
is that animations do not adapt to the character’s surroundings. Although different
animations can be played while walking on a pavement and on the stairs, it is virtually
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Fig. 1. Animated skeleton and its physical approximation.

impossible to prepare different versions of all animations for every possible terrain type.
Obstacles lying on the ground pose an additional challenge to overcome. As a result, legs
either hover above the terrain when they are above the bottom of the physical capsule,
or penetrate obstacles when they move outside of it as a result of playing an animation
(Fig. [2).

In order to tackle this issue, the character’s surrounding would need to be examined
and the animation would need to be adjusted. Further sections of this paper propose
a solution of this problem by applying a trace-based and IK-based system. The overview
of our method is presented in Section [2] Section [3] describes, in detail, how Inverse
Kinematics works and how it is applied to an animated character’s skeleton. In section []
our work is summarized and further research directions are outlined.

2. Method overview

In video games, there is often a need to modify existing FK animations in real-time
to fit the virtual environment where a character operates. Exemplary applications are
adjusting the hand position while climbing, positioning hands on the steering wheel while
driving, or adjusting feet to the terrain while standing and moving. In this paper we
focus on the last case, since it is a very common problem in TPP and FPP games that
utilize animated characters, regardless of the subject of the game. The general solution
to all these issues can be divided into three steps. First, a position where the limb
should be located needs to be found. Then IK can be applied to determine the correct
configuration of the skeleton to match this requirement. Finally a blending between
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Fig. 2. One foot of the skeleton penetrates the stairs while the other hovers above them.

the FK and IK pose can be applied to make the animation look natural. The hardest
problem in most real-life applications is how to find the desired position of the limbs?

When a human player looks at the game character, it is obvious for them where the
legs should be, because they can see and interpret the whole rendered scene. This data is
not as easily accessible and interpretable for game systems. Instead, the systems can use
other means to examine the game environment in a certain location. Tracing is one of
the most common tools used to analyze the geometry at the points of interest. Tracing
is explained in Algorithm

By tracing the surroundings of the character, the information how far the limbs can
move, and where exactly they should be, can be precisely obtained. There are two sub-
scenarios in which the correct configuration of legs needs to be determined. One of them

Algorithm 2.1 Level geometry tracing.

function trace(From, To, Geometry):
for all Piece in Geometry: do
if Piece intersects Segment(From, To): then
return Pair(IntersectionPoint, SurfaceNormal)
end if
end for
return Nolntersection
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is when the character stands still with both feet placed on the ground (static case) and
the other is when the character is moving and at least one foot at a time moves above
the ground (dynamic case). The static case is the simpler one. The solution for this
problem is presented in Algorithm

The terrain is traced vertically where each foot is located. When it is determined
if each foot should be positioned above or below its FK pose, the Inverse Kinematics
Equation (see Section is applied for the bones of the leg to find the correct bone
configuration. Thus IK poses for legs are obtained. If one of the legs was supposed to
be positioned below the possible range of the leg, pelvis can be lowered to enable the
pose. The dynamic case is more complex because it is not obvious where the tracing
should be performed. The leg, which is on the ground, can be handled the same way
as in the static case. However when the foot is in the air, its whole trajectory needs
to be modified to provide believable movement without rapid changes of leg position.
The modified trajectory should respect the altitude of the place where the foot is going
to land on the ground. This position can be calculated using movement speed and the
data about pacing extracted from the animation. Additionally the foot should be able to
avoid obstacles crossing its trajectory so that the path it is going to traverse needs to be
analyzed to find obstacles and modify the trajectory accordingly. The animations used
with our system were manually annotated to mark moments when the foot lands on the

Algorithm 2.2 Determining leg configuration for the static case.

function positionLegsInStaticCase(FKSkeletonPose, Geometry):

LeftFootFK, RightFootFK, LeftCalfFK, RightCalfFK, LeftTighFK, Right TighFK,
PelvisFK = getBonesFK(FKSkeletonPose)

LeftPosition, LeftOrientation = trace(over(LeftFootFK), under(LeftFootFK),
Geometry)

RightPosition, RightOrientation = trace(over(RightFootFK), under(RightFootFK),
Geometry)

LeftFootIK, LeftCalfIK, Left TightIK = getConfigurationIK(LeftPosition,
LeftFootFK, LeftCalfFK, LeftTightFK)

setOrientation(LeftFootIK, LeftOrientation)

RightFootIK, RightCalflK, RightTightIK=getConfigurationlK(RightPosition,
RightFootFK, RightCalfFK, RightTightFK)

setOrientation(RightFootIK, RightOrientation)

PelvisIK = PelvisFK

lowerPelvisIfNeeded (PelvisIK, Left TightIK, Right TightIK)

blendPoses(FKSkeletonPose, LeftFootIK, RightFootIK, LeftCalflK, RightCalfIK,
LeftTighIK, RightTighIK, PelvisIK)
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ground and is lifted into the air. The attempts to annotate the animations automatically
gave poor results and led to many visual glitches. The simplified version of the algorithm
used in the dynamic case is presented in Algorithm

At first glance, the solution for the dynamic case looks as simple as for the static
case, once the trajectory is obtained. The target of the trajectory is determined by
tracing the predicted step location. Additionally, obstacles modify the trajectory if they
intersect the predicted path (Fig.|3). The current IK position of the foot can be easily
read from the trajectory. In both the static and dynamic case the foot position should
be modified only vertically to avoid any modification of the animation’s character. The
problem, however, arises when the character changes the walking direction when the
foot is in mid-air or modifies the walking speed. As a result, the trajectory needs to
be reevaluated repeatedly when the foot is in mid-air. The new evaluated trajectory
and the old one need to be blended smoothly to avoid rapid foot movement. In general,
the ability to predict the position where the foot is going to land as soon as it takes

Algorithm 2.3 Determining leg configuration in the dynamic case.

function getTrajectory(CurrentStepPositionFK, Animation, WalkSpeed, Geometry):
NextStepFrame = getNextStepFrame(Animation)
NextStepPositionFK = getLegPosition(Animation, NextStepFrame, WalkSpeed)
RightPosition, RightOrientation = trace(over(RightFootFK),under(RightFootFK),
Geometry)
LeftFootIK, LeftCalfIK, Left TightIK = getConfigurationIK(LeftPosition,
LeftFootFK, LeftCalfFK, Left Tight FK)
Trajectory = getAnimationTrajectory(Animation)
FinalPointIK = trace( over(Trajectory.end),under(Trajectory.end), Geometry)
modifyTrajectory(Trajectory.end, Trajectory, FinalPointIK)
for all substep in Range( CurrentStepPositionFK, NextStepPositionFK) do
TracedPosition = trace(over(substep), under(substep), Geometry)
end for
AnimationPosition = getTrajectoryPoint(substep, Trajectory)
if isAbove(TracedPosition, AnimationPosition): then
modifyTrajectory(substep, Trajectory, TracedPosition)
return Trajectory
end if

function positionLegInDynamicCase( FKSkeletonPose, NewTrajectory, StepProgress):
PositionIK = getTrajectoryPosition( NewTrajectory, StepProgress)

//Apply analogically to the static case

getConfigurationIK (PositionIK, FKSkeletonPose)
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Fig. 3. The green dashed line is the FK trajectory. The blue dashed line is the IK
trajectory modified by the vertical tracing of the FK trajectory.

off from the ground greatly improves the visual quality of applying Inverse Kinematics.
Additionally, tracing the path only once can greatly reduce the computational power
needed to obtain the correct trajectory. It is because in complex scenes the cost of
precise trajectory tracing is much higher than the cost of calculating the IK equation
itself and applying it to the skeleton.

3. Applying Inverse Kinematics

One of the most common algorithms for solving the IK problem is Cyclic Coordinate
Descent (CCD) [2]. The main idea behind this method is to iteratively rotate each joint
to move the effector closer to the target position. In case of CCD application for legs, the
foot acts as an effector while the knee and hip form a two degree of freedom system [3].
The pseudo code for CCD algorithm is presented in Algorithm

The algorithm converges fast for short bone chains but can be used for longer chains
as well. It can be very effectively used for the case of finding the correct leg configuration
of a bipedal character. The only challenge in this rather non-complex algorithm is to
find the rotation angle for each joint. The sought angle and auxiliary vectors are shown
in Fig. @l To compute the angle, the following formulas must be solved:

d d
a = arccos< T & ), (1)

[ ]
Tzl * Tzl
dr dg
r o= X , 2
Tl Tl @)
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where d is the vector to the target and dg is the vector to the effector, and « is the angle,
as shown in Fig. 4l The vector r is needed to determine the orientation of the angle «.
Repeating these calculations until the effector’s position error is below some arbitrary
tolerance threshold leads to reaching the target location. The maximum number of
iterations must be set to protect the algorithm in case the target is beyond the effector’s
reach. Additionally, in the unconstrained case, it would be possible to rotate the knee
or hip beyond its anatomical movement range. Thus, IK constraints need to be applied
to joints in order to limit the motion and allow the rotation only between certain angles.
The only modification that needs to be done is to apply the clamp function when the
angle is computed in each iteration for each joint.

Algorithm 3.1 Cyclic Coordinate Descent for series of joints.

function solveCCD(Joints, Effector, Target):
while isTooFar(Effector, Target): do
//Start next to the effector and move to the last joint
for all Joint in Joints: do
ToTargetVector = Target - Joint
ToEffectorVector = Effector - Joint
RotationAngle = GetAngleToAlignEffector AndVector(ToEffectorVector, To-
Target Vector)
end for
GetAngleToAlignEffector And Vector (ToEffector Vector, ToTargetVector)
RotateJoint(Joint, RotationAngle)
end while

ToTarget
O

ToEffector

Fig. 4. Calculating the rotation of the hip joint, to move the foot effector closer to the
target.
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Once the correct pose is determined, it needs to blended with the FK animation pose
to obtain a natural result. Parametric motion blending [4] is mostly applicable in this
case, since there is often a need to control how much IK and how much FK should be
used or to find a smooth transition between previous and current leg trajectory. In case
of skeletal animations, where the pose is given by rotations of subsequent joints, the
most effective way of blending poses is using Spherical Linear Interpolation (Slerp) [5].
For each blended joint the source and target quaternion must be known as well as the
weight of blending. Given these three arguments, the sought angle of the joint can be
calculated by solving the formula for Spherical Linear Interpolation between two joints
with rotation given by quaternions ¢; and gs:

sin ((1 —w) - @) sin(w - @)

q2 (3)

Sler =

P(g1; 42, w) sin(a) @ sin(a)
where w is the blending weight and « is the angle between effector and target as intro-
duced before.

4. Conclusion

Adjusting the legs of a bipedal animated character to diverse terrain is an important issue
in modern video games. Failure to address this problem leads to glitches that decrease the
overall visual quality of a game. Inverse Kinematics can be effectively applied to solve the
leg configuration problem. Determining the correct feet positions for a moving character
is not a trivial task. Tracing the scene’s geometry allows to examine the character’s
path. The higher the speed of movement the more difficult it gets to produce a smooth
and believable leg motion using the procedural post processing of IK. Frequent changes
of movement direction make the step prediction inefficient and introduce the need of
repeated trajectory reevaluation. At high speed, e.g. while running, it is recommended
to gradually blend from the IK controlled pose towards the FK animated pose. It is
because when legs move fast enough it is difficult to see if steps hit the ground precisely
or hover above it. On the other hand repeated plan changes may lead to sharp and
unnatural motion. While walking or standing, however, it is crucial to align the feet to
the terrain and to make sure the legs do not penetrate obstacles while moving.
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Abstract. In the last years, several works on automatic image-based food recognition have been
proposed, often based on texture feature extraction and classification. However, there is still a lack of
proper comparisons to evaluate which approaches are better suited for this specific task. In this work,
we adopt a Random Forest classifier to measure the performances of different texture filter banks and
feature encoding techniques on three different food image datasets. Comparative results are given to
show the performance of each considered approach, as well as to compare the proposed Random Forest

classifiers with other feature-based state-of-the-art solutions.

Key words: food recognition, texture filter banks, feature encoding, Random Forest classifier

1. Introduction

According to the World Health Organization, in the last years there has been a rapid
increase of diseases related to excessive or wrong food intake [39]. Obese people should
constantly take note of their daily meals, both for self-monitoring and to acquire useful
statistics for dietitians. This justifies the large amount of food diary applications that
have recently been developed [4]. However, these applications typically require a manual
annotation of the food intake, a tedious task that often discourages potential users. To
face this problem, many food recognition works have been recently proposed, whose aim
is to automatically classify food (and possibly its amount) directly from pictures.
Regardless of the specific application, automatic food recognition is a tough problem
with many specific challenges. Differing from other common image classification tasks,
in food recognition, generally, there is no spatial layout information to be exploited.
While for example the recognition of paintings [22] or humans [11}[21] can benefit from
prior knowledge on the spatial relationships between the parts to be detected (e.g., the
head being always over the torso) this is rarely the case when considering food. More
generally, food is typically non-rigid, and thus no structure information can be easily
exploited. Intra-class variation is another source of uncertainty, since the recipe itself
for the same food can vary depending on the location, the available ingredients and, last
but not least, the personal taste of the cook. Finally, inter-class confusion is a source
of potential problems too, since different foods may look very similar, as in many soups
where the main ingredients may be hidden below the liquid level. On the other hand,
food images often have distinctive properties, especially in terms of colors and textures,
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which humans are able to exploit to recognize foods even from a single example, so the
task is still tractable, despite the non-trivial challenges.

Recently, several excellent results have been obtained in the field of food recognition
by using Convolutional Neural Networks and more in general Deep Learning approaches
(e.g., [24,128]). However, in practical applications this is not necessarily always the opti-
mal approach, e.g. due to high computational requirements in training phase or the need
for large datasets. Therefore, there are still many works on food recognition based on
alternative approaches, typically relying on explicit feature extraction with texture filter
banks. However, there is still a lack of a study showing which features are likely to be
more useful among the many available ones. The aim of this work is thus to evaluate and
compare different approaches based on texture filters, in order to gain a better insight on
their performances. In this paper, we have considered five of the most important texture
filter banks, namely Laws filters [19], Gabor filters [38], Schmid filters [35], Leung-Malik
filters [20] and Maximum Response filters [36], and measured their performances when
used in food classification tasks. Since the responses of such filters have high dimen-
sionality, we also analyzed the effects of adopting different feature encoding schemes to
obtain a compact feature representation. The task is performed by computing either
the Bag-of-Words, the Fisher Vector or the Vector of Locally Aggregated Descriptors
(VLAD) representation for each filter bank. We finally compared the discriminative
power of each texture filter alone, and show that better results can be achieved using a
proper combination of different filters. This is obtained by using a Random Forest of
Decision Trees (RF) [3] classifier, which automatically detects and uses only the relevant
features to produce a reliable classification. The main novelty of this work thus lies in
giving a better understanding of texture filter approaches through comparative results,
despite the adopted techniques are not novel per se. This work extends the preliminary
results we discussed in [26].

2. Related work

During the last few years, the topic of food recognition for health-oriented applications
has gained increasing popularity. For example, the work by Chen et al. [6] introduced
a system exploiting different classifiers trained on multiple features. In particular, a
Support Vector Machine is trained for each texture separately, and the results are fused
to form a single classifier using a multi-class AdaBoost algorithm. Farinella et al. [10]
exploit the texture information by applying a bank of rotation and scale invariant filters
to each class of food images, in order to extract the texture-oriented features known as
Textons. The feature space is then quantized via K-means to create a codebook of tex-
tons for each class. All the textons prototypes are collected in a single visual dictionary
which is used to represent each image. A Support Vector Machine is finally used in the
classification stage. Yang et al. [41] claim that spatial relationships between different
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ingredients could be exploited for some specific food types, like sandwiches, where the
meat is always between the bread slices. They perform a soft pixel-level segmentation of
the image into eight ingredient types using a Semantic Texton Forest. Then, they com-
pute pairwise statistics over the detected local ingredients, such as distance, orientation,
etc. The statistics are accumulated in a multi-dimensional histogram, which is then used
as a feature vector classified with a Support Vector Machine. Anthimopoulos et al. [1] in-
vestigate the application of Bag-of-Features approach to food recognition. In their work
they systematically analyze the system performances under different setups, e.g. by
changing the key point extraction techniques, feature descriptors and classifiers. Mar-
tinel et al. [25,27] exploit different image features and train a committee of Extreme
Learning Machines, each one specialized on a single feature, to perform food classifica-
tion. The obtained results are processed by a Structural Support Vector Machine, which
considers the full rankings from each single classifier, rather than just the best match,
in order to merge them in a final global ranking.

Many works are explicitly tuned for food diary applications on smartphones and
other mobile devices [15,/17,/18,/42,/43]. Kawano and Yanai [15,/17] for example are
particularly concerned with real-time performances on an Android-based smartphone.
To speed up the process, the user is asked to manually select a proper bounding box
delimiting the food to be recognized. Then, the system extracts both color histograms
and SURF-based Bag of Features, and uses them to assign the acquired image to one
of 15 possible classes using a Support Vector Machine. Kong et al. [18] have developed
DietCam, a smartphone-based system to help assessing daily food intakes. The system
requires three images of each food to be recognized to increase the robustness against
partial occlusion or lighting conditions. Classification is done using a SIFT-based Bag of
Visual Words, and then searching for the best match against a database of known foods
using a nearest-neighbor classifier. Zhu et al. propose a system for calories estimation
via mobile phones [43]. Their approach consists in segmenting the images using different
techniques (connected component analysis, active contours and normalized cuts). Then,
they extract both color and texture features using color histograms and Gabor filters, and
classify the images using a Support Vector Machine. Volume is estimated by means of a
single-view calibrated camera and a reference marker in the scene. Calories estimation
has been proposed also by Zhang et al. in [42], where BoW-encoded texture features
are classified with Support Vector Machines and geometric considerations are used to
estimate the food amount. Puri et al. [32] perform a similar task, but using 3D volume
estimation. Some works also consider the problem of multiple foods in the same picture.
For example, Matsuda and Yanai [30] merge the outputs of different region detectors
to identify different foods, which are later classified using several texture features and
a Support Vector Machine. They also exploit co-occurrence statistics on food items to
improve the classification results.

Finally, in the last years deep learning techniques have obtained excellent results
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in the field of food recognition. This is a novel approach since features are automat-
ically learned, rather than manually defined. The typical works in this field rely on
pre-trained Convolutional Neural Networks, such as ImageNet, and fine-tune them on a
specific dataset. This is the approach adopted for example by Yanai and Kawano [40],
although they also proposed a combined use of both CNN and conventional manually-
defined image features to improve the achieved results [16]. Kagaya et al. [14] instead
trained a CNN from scratch, but this required a large dataset, consisting in more than
170000 food pictures acquired by a mobile app. Christodoulidis et al. 7] also use an
CNN, but it requires a previous image segmentation step. They give performance re-
sults with varying choice of network hyperparameters. As mentioned in section[l} despite
deep learning approaches have obtained excellent results, often outperforming traditional
techniques, they are not always an optimal solution in real-world scenarios, e.g. for com-
putational requirements or the need for large datasets. For this reason, this work focuses
on traditional feature-extraction-based techniques only, and no comparative results with
CNN or other deep learning approaches will be given.

All of the above mentioned works, except the deep learning ones, rely on some specific
type of features to be extracted and processed. However, there is a lack of comparisons
between different filter banks or feature encoding schemes. The main contribution of
this work with respect to the state of the art is thus to provide comparative results by
testing both different feature types and feature encoding schemes, in order to identify
the best feature-based strategies that can be adopted in food recognition tasks.

3. Testing framework

The pipeline of the proposed system consists of three main main phases: (i) texture
feature extraction, (ii) feature encoding, and (iii) random forest classification.

Since the proposed approach introduces a classification scheme based on a learning
mechanism, the system requires a training stage before its deployment. In the training
stage, each image is given to the feature extraction module that extracts the texture
features by means of filter banks. To reduce the high dimensionality of the obtained
features, these are processed by the feature encoding module. The encoding features are
finally given to the RF classifier that learns the parameters of the decision boundaries
that best separate the food classes.

During the classification phase, given a test image to classify, the same types of
features are extracted and nonlinear encoding procedure is applied using the learned
codebook. Then, the obtained encoded features are given to the trained RF classifier
that produces the final classification decision.
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Fig. 1: (E[) Laws filter bank consisting of 16 5x5 masks; (b)) Gabor filter bank with 8
orientations and 5 sizes; Standard Schmid filter bank; (d) Leung-Malik filter bank.
The set consists of first and second derivatives of Gaussians at 6 orientations and 3 scales
making a total of 36 filters; 8 Laplacian of Gaussian filters; and 4 Gaussians. (ED MRS
filter bank. The set consists of 2 oriented filters with 6 orientations and 3 scales plus 2
isotropic filters.

3.1. Texture Feature Extraction

Given a grayscale image I € RM*N of a particular food type, we have considered the
most widely used bank of filters that produce features robust to object scale changes
and rotations.

Laws filters The Laws filters combine multiple texture energy features com-
puted in a local neighborhood to obtain rotation invariance properties. Texture energy
features are obtained by combining the 4 Laws mask into 16 2D convolutional kernels
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(see Fig. . The outputs of the 16 convolutions are then combined into 9 feature
vectors which are separately vectorized, then collected in the matrix Y(I) € RMMN)x9,

Gabor filters The Gabor filters [38] with 5 different sizes and 8 orientations have
been used (see Fig. . The results of the convolution process with each single filter
is then vectorized. The resulting vectors computed for every Gabor filter are finally
stacked to obtain T'(I) € R(MN)XG wwhere G = 40 indicates the number of exploited
Gabor filters.

Schmid filters These filters [35] are obtained by convolution with isotropic “Gabor-
like” filters and have rotation invariant properties. A zero DC component of the filter
is also computed to achieve invariance to intensity translations. The convolution of the
image with the S = 13 Schmid filters (see Fig. results in the stacked filter responses
(1) € RMN)>I3,

Leung-Malik filter bank The Leung-Malik (LM) [20] filter bank has also been
used to get texture features. The LM filter bank consists of first and second derivatives
of Gaussians at 6 orientations and 3 scales, 8 Laplacian of Gaussian (LoG) filters, and 4
Gaussians (see Fig. . After convolving the image with such filters the responses are
collected in the feature vector A(I) € R(MN)x48

Maximum Response 8 filter bank The Maximum Response 8 (MRS) filter
bank [36] has been also considered. The MR8 bank inherits from the Root Filter Set
(RFS) consisting of 38 filters similar to the LM ones (see Fig. [le]). However, RFS filters
are not rotation invariant and the MR8 ones were conceived to sidestep such a problem.
This is achieved by taking only the maximum RFS filter responses across all orienta-
tions for the two anisotropic filters. In particular, measuring only the maximum response
across orientations allows to reduce the number of responses from 38 (6 orientations at 3
scales for 2 oriented filters, plus 2 isotropic) to 8 (3 scales for 2 filters, plus 2 isotropic).
Thus, the MRS filter bank consists of 38 filters but only 8 filter responses which are
finally collected in A(I) € R(MN)xS,

3.2. Feature Encoding

Feature encoding techniques are commonly exploited to reduce the dimensionality of the
feature vector used to represent an image. Such methods rely on the idea that an image
can be described as a composition of “visual words”. Such visual words form a codebook
which is commonly learned in an unsupervised fashion during a training phase. More
specifically, common encoding schemes define a “visual word” as the centroid of a set of
clusters into which the feature space is split.
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Fig. 2: Bag-of-Words encoding of feature vectors x. First row shows the nearest cluster
out of the K possible ones obtained by k-means. Second row describes the final encoded
vector obtained by computing the histogram counting the frequency of each nearest
cluster.

Bag-of-Words Encoding The Bag-of-Words (BoW) encoding model [8] inherits
ideas from document processing techniques where a document is seen as a set of words
each of which has a different frequency of appearance. In the BoW encoding for images,
each image is represented by counting the frequency of a particular feature present in
the learned codebook. See Fig.[2] for the BoW feature encoding scheme.

Fisher Vector Encoding The Fisher Vector (FV) encoding [12}31] defines an aggre-
gation mechanism based on the Fisher Kernel (FK) principle by combining the benefits
of generative and discriminative approaches to pattern classification. In the FV encoding
scheme, clustering is performed through a Gaussian Mixture Model (GMM). Such an en-
coding is not limited to the number of occurrences of each visual word but it also includes
additional information about the distribution of the descriptors. Recent works [31}/34]
have shown that such an approach leads to better classification performances with re-
spect to the standard BoW encoding methods.

VLAD Encoding The Vector of Locally Aggregated Descriptors (VLAD) image
encoding was initially proposed by Jegou et al. [13] with the objective to provide an
excellent search accuracy with a reasonable vector dimensionality. VLAD is a feature
encoding and pooling method, similar to Fisher vectors. It encodes the feature vector
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set by first constructing a dictionary of such features. This is usually done by applying
a clustering method such as a Gaussian Mixture Model (GMM) or k-means on a set of
features extracted from training images.

3.3. Food Classification

Let I be a given image of a particular food type. From such an image, all the afore-
mentioned features are separately extracted and encoded. Once the encoding process
is completed, the resulting vectors are concatenated to obtain the joint encoded repre-
sentation ®(I) = [¢(YX(I))d(T'(T))d(T(X))Pp(AX))Pp(A(I))] € F, where ¢ is the chosen
feature encoder. Then, the goal of classification is to learn a mapping from the joint
encoded feature space F, to the label space, ). Where each element y € ) defines a
particular food type.

However, it might be that not every component in the joint encoded representation
has the same discriminative power [23]. Motivated by this, and due to the multi-class
classification nature of the food classification problem, we exploit a Random Forest
classifier [3]. The RF classifier is able to automatically detect, and hence exploit, only
the relevant features for the given task. It builds a large collection of de-correlated
trees with the objective of reducing the variance of an estimated prediction function by
pooling many noisy but approximately unbiased models.

To learn the parameters of the decision surfaces that separate the food types in F we
trained an RF classifier as follows. Let M = {7;}]_; be a forest of T trees each one de-
noted as T;. Each tree is trained with a set of Tr data points S = {(®(L;),y;) }.&,. Since
bagging can also be applied, each tree can be trained with a different set of randomly
selected data points S* C S. The dimensionality of $* is controlled through the bagging
hyper-parameter 7 as S* = n|S|. Let also S; C S* be the set of data points reaching
node j. Each j-th node is associated with a binary split function h(®(I),®;) € {0,1},
i.e., the weak learner, which is characterized by its parameters ®; = {k,, 7} where
1 defines the geometric primitive used to separate the data (e.g. an axis-aligned hy-
perplane). The parameter vector T captures thresholds for the inequalities used in the
binary test. The filter function k randomly selects some features of choice out of the
entire vector ®(I;). In the current framework, we select

h(®(0);,0;) = L@ m:)p)>r) - (1)

where 7 = 0 and v denotes a hyperplane.
All the aforementioned parameters are optimized at each split node as

@;‘ = arg max J(Sj7SL7SRa®j) ) (2)
@;E'Pj
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where

|Si
S|

J(8,©)=H(S)— Y HS), (3)

i={L,R}

with Shannon entropy H(-) and Sy, and Sg denoting the subsets of training points going
to the left and to the right children, respectively. P; C P is the random subset of
available parameters ®. The dimensionality of such a random subset is controlled by
p = |P;|. The training continues to split the samples until the maximum depth D is
reached, a node contains a single sample or all the samples in the node belong to the
same class.

Once the training of the whole forest is completed, a set of leaves L; is associated to
each tree T;. To each leaf ¢; € L; is associated a probabilistic model p;(y|®(I;)) with
y € )Y indexing the class. Therefore, to classify a new image I, first its feature-encoded
representation is computed. Then, for each tree, <I>(i) follows the path from the root
node down to a leaf one. Once a leaf is reached for each tree, the RF classifier assigns

to ®(I) the class probability

T

Pyl (D) = 7 S i@ (D). (@

t=1

The final class label is computed as § = arg max, p(y|®(1)).

4. Experimental Results

To validate the proposed approach, results on two benchmark datasets have been com-
puted. As commonly performed in the evaluation of food recognition approaches [5[9//10],
the achieved performances are provided in terms of recognition accuracy (total number
of correct classifications over total number of samples). The performance achieved by the
existing methods have been taken from the corresponding works or have been provided
by the authors of the present work.

4.1. Experimental Settings

In the current framework, we have used a Gabor filter bank with 8 orientations and 5
sizes, therefore G = 40. When not explicitly specified, the feature encoding has been
obtained by means of the F'V approach with K = 300 clusters. Similarly, by default, the
RF classifier has been trained with 7' = 2000 trees having maximum depth D = 100.
Each tree has been trained by setting n = 0.6. At each node the function x randomly
selects V/d features, where d is the dimensionality of the input feature vector.
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Fig. 3: 15 randomly selected samples from the @ UNICT-FD889, (]EI) UECFo0d100,
and @ Food101 datasets. In each figure, columns correspond to different food classes,
rows show the appearance variations within the same class.

Finally, images have been rescaled to 128 x 128 to remove the effect of different image
sizes on the classifier performances.

4.2. Datasets

UNICT-FD889 Dataset The UNICT-FD889 Dataset has been recently introduced
by Farinella et al. @ The UNICT-FD889 dataset has the largest number of different
classes to recognize. It comes with 3583 images related to 889 distinct dishes of food
of different nationalities (e.g., Italian, English, Thai, Indian, Japanese, etc.) which have
been collected in a real and uncontrolled scenario (e.g., different backgrounds and illu-
mination conditions) by means of smartphones. Hence, the UNICT-FD889 dataset is a
collection of food images acquired by users in real cases of meals. Each food belonging to
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a particular class has been acquired multiple times (four on average) to ensure geometric
and photometric variabilities (see Fig. for a few examples).

To provide a fair comparison with existing methods, the following results have been
computed by averaging the performance on the same three splits, as it has been advised
by Farinella et al. [9].

UECFo00d100 Dataset The UECFood100 Dataset is one of the largest food recogni-
tion datasets [29]. This dataset contains approximately 100 images for each of the 100
different food categories. Thus it contains approximately 14 000 real-world food images.
The UECFood100 dataset was built to implement a practical food recognition system
which was intended to be used in Japan. Because of this, it was collected in such a
way that multiple food items were present in a single image, thus with the objective to
perform both the detection and the recognition tasks.

Since the proposed system is designed to focus only on the recognition task, the given
ground truth bounding boxes have been used to obtain a dataset of images containing
single food items only (see Figure . Despite this, the same protocol proposed by
Matsuda et al. [29] has been followed to fairly compare the obtained performance with
existing methods.

Food101 Dataset

The Food-101 Dataset is the largest food recognition dataset [2]. It has been collected by
downloading images from foodspotting.com. The top 101 most popular and consistently
named dishes were selected. Then, for each category 750 training and 250 test images
were collected and manually cleaned. On purpose, the intense colors and sometimes
wrong labels included in the training images were not cleaned. As a result the dataset
contains 101 000 real-world food images (see Figure .

4.3. Performance Analysis

To evaluate the proposed approach, we have analyzed the following aspects: (i) perfor-
mance of single filter banks using grayscale or RGB color images. In the latter case,
each image plane is separately processed; (ii) performance of different encodings, also
as a function of the codebook size; (iii) influence of the RF hyper-parameters on the
classification accuracy.

4.3.1. Filter Banks

To analyze the accuracy performance of each filter bank we have computed the results
shown in Fig.

UNICT-FD889 Results in Fig. show that, for every considered filter bank,
the best performances are achieved when the full color information provided by three
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Fig. 4: Accuracy performance on the @) UNICT-FD889, (]EI) UECFoo0d100, and
Food101 datasets achieved by filtering RGB and grayscale images with each sin-
gle filter bank.
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channels is exploited. In particular, when Schmid filters are used, the performance drops
from 41.54% to 27.34% if only grayscale information is used. The best performances are
obtained by filtering the RGB color images with the MRS filter bank. In such a case the
accuracy is 62.46%. More interestingly, results show that while being simpler compared
to other filters, Laws filters yield the second best accuracy (i.e., 47.97%).

UECFo00d100 Results in Fig. [Ab] reflect those obtained considering the UEC-
Food100 dataset. Indeed, overall, the best performances are achieved when color in-
formation is considered. However, for the considered dataset the accuracy difference
between grayscale and RGB filtered images is never more than 9% (Schmid filters). The
best performances are obtained by using the MRS filter bank on RGB images. In such a
case the accuracy is 34.71%. More interestingly, results show that there is less than 1%
accuracy difference when Gabor filters are applied on RGB images instead of grayscale
ones.

Food101 Foodl101 is the most complex of the three datasets, as it has a large intra-
class variance. This affects the results shown in Fig. where the best performing filter
bank (MRS) achieved just a 29% of classification accuracy. The other banks, except
LMF, reached similar performances. It is worth noting that, with the exception of MRS,
in the other cases working on RGB or grayscale data does not drastically affect the
performances. This is probably due to the intra-class shape variance, leading to spatial
features be more relevant than color information.

4.3.2. Feature Encoding

In the preceding section we have reported on the performance of each single filter bank
obtained by using the FV encoding scheme. To evaluate the performance of different
encodings and the influence of the codebook dimensionality, we have conducted the
following experiments. Each filter bank response is encoded using the same method and
the same number of “visual words” K. Then, the 5 obtained encoded vectors obtained
for each image are stacked and input to the RF classifier.

In addition, to see if the RF classifier is able to select the optimal features as well
as the optimal encoding, we have run one additional experiment. Specifically, the three
encoding methods are separately applied to each filter bank response. The value of K
has been kept same for each of them. The so obtained 15 encoded vectors are finally
stacked and given to the RF classifier. In the following, results obtained with such a
procedure are referred to as All.

Results in Fig. [f] show that for VLAD, FV and All optimal accuracy performance
are achieved when the number of clusters K is either 20 or 50. In particular, 20 clusters
are considered in the FV encoding scheme the classification accuracy is about 63.29%
which is very close to the performance of the single MRS filter bank encoded with the
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Fig. 5: Accuracy performance on the UNICT-FD889 dataset achieved by using different
encoding schemes and color spaces.

same scheme but with 300 clusters (see Fig. 4al). For all the encodings, the performance
decrease when the number of clusters increase. In particular, it is worth noticing that
when the All solution is considered, performance are even lower than a single adopted
encoding scheme. Such a behavior is mainly due to the exploding dimensionality of the
encoded feature vectors which yields to a very sparse space, hence introduces the curse
of dimensionality issue. Such a problem could be addressed by increasing the number of
trees in the RF model.

On the other hand, performance obtained using the BoW encoding increases if a large
number of visual words is used. The best accuracy under such a scheme is obtained
when the number of clusters is 500. When more clusters are considered performance
decrease. Differently from VLAD and FV, BoW encoding does not suffer from the curse
of dimensionality problem since the number of dimensions in the encoded feature space
is determined by the codebook size (see Section .

Finally, as previously shown in the filter banks analysis, better performances are
achieved when RGB color information is considered.

4.3.3. Random Forest Classifier

The RF classifier model is controlled by different hyper-parameters: the number of trees
T, the maximum depth D, the bagging size defined by 1 and the number of features
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Fig. 6: Performances of the random forest classifier on the UNICT-FD889 dataset while
varying the hyper-parameters. Results have been computed by starting with the hyper-
parameters described in Section and then varying, as follows: @ number of trees
in the forest, (]ED maximum depth of each single tree, percentage of features selected
at each node, and @) number of randomly selected features at each node.

that are selected through the filter function k. To evaluate the influence of such hyper-
parameters on the performance, we have proceeded by fixing the values of the hyper-
parameters as defined in Section then we have varied the value of a single hyper-
parameter. The results of such analysis, shown in Figs. [0} [/} and [§ have been computed
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Fig. 7: Performances of the random forest classifier on the UECFood100 dataset while
varying the hyper-parameters. Results have been computed by starting with the hyper-
parameters described in Section and then varying, as follows: @ number of trees
in the forest, (]ED maximum depth of each single tree, percentage of features selected
at each node, and @ number of randomly selected features at each node.

considering all the filter banks encoded using 300 clusters and the FV method. Color

information has been used.
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Fig. 8: Performances of the random forest classifier on the Food101 dataset while vary-
ing the hyper-parameters. Results have been computed by starting with the hyper-
parameters described in Section and then varying, as follows: @ number of trees
in the forest, (]ED maximum depth of each single tree, percentage of features selected
at each node, and @) number of randomly selected features at each node.

UNICT-FD889 Results in Fig. [6a have been computed by varying the number of
trees such that 7' € [1,5000]. Under such scenario, the classification accuracy drastically
increases when T' grows from 1 to 1000. For larger values the performance improves but
with less gain. The best performance is obtained when 7" = 5000 trees have been used.
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Such results demonstrate the benefits of the RF classifier, and in general of aggregation
methods, which are able to strongly improve the accuracy produced by a single weak
classifier.

The results on the analysis of the depth hyper-parameter are shown in Fig. [6b}
Results show that by varying D in the range [10,200] two main classification accuracy
peaks can be found: the first is at D = 20, the second at D = 100. For smaller and larger
values performance decreases due to underfitting and overfitting problems respectively.
Indeed, with a very shallow tree it is not possible to have enough decision boundaries
to discriminate all the samples well. Similarly, if the tree is too deep, the number of
decision boundaries is too high, thus causing the RF model to not generalize well on new
samples. The performance decrease for values in between the two peaks is caused by
the two random components of the RF, i.e., bagging and the random feature selection
at each node. Despite this, it should be noticed that for all the considered cases the gap
between the best (48.67%) and the worst performance (47.94%) is less than 0.8%, thus
showing the robustness of the model to such hyper-parameter.

Finally, in Fig. and Fig. [6d] the RF model performance are computed by vary-
ing the bagging percentage and the number of selected random features at each node,
respectively.

The results in Fig. |6c| show that there is consistency in the results when the bagging
hyper-parameter 7 is changed from 0.1 to 1.0 (notice that in the latter case no bagging
is used since all the available data is used by each tree). Indeed, no matter what bagging
percentage is considered, the classification accuracy is never less than 47.71% (n = 0.9)
nor higher than 48.86% (n = 1.0).

Similarly, results in Fig. [6d] show that the RF model is insensitive to the number
of randomly selected features at each node. Varying such a hyper-parameter the clas-
sification accuracy gap between the best and the worst performance is less than 0.9%.
The optimal performance is obtained when the number of selected features is computed

as \/ﬁ

UECFo00d100 Results in Fig. [7a] have been computed by varying the number of trees
such that T' € [1,5000]. Under such scenario, the classification accuracy drastically
increases when T' grows from 1 to 500. For larger values the performance remains stable
with a peak at T = 2000.

In Fig. [TB] results of the proposed approach are given as a function of the depth
RF hyper-parameter. Differently from the results shown in Fig. [6b] the accuracy per-
formance obtained using a very shallow tree (i.e., D = 10) is much worse than the one
achieved using a deeper forest. This is due to the complexity of the dataset, which
requires more separating hyperplanes to well discriminate between the 100 classes. The
optimal results are achieved when D = 100.
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Results in Fig. show the performance of the RF model varying the bagging per-
centage. The depicted results demonstrate that by considering an extreme bagging in
which each tree sees only 10% of the total training samples the worst performance are
achieved. However, it should be noticed that in such case the accuracy performance is
only about 3% less than the optimal one (obtained by setting n = 0.5).

Finally, results in Fig. [7d] show that the RF model trained on the UECFood100
dataset is more sensitive to the selected number of randomly selected features at each
node. Indeed, compared to the case when only 5 features are selected at each node,
almost a 10% improvement is obtained by varying such a hyper-parameter to select 500
features.

Food101 The performances on Foodl101 are similar to the ones achieved on UEC-
Food100 and confirm the conclusions described above. Figure [Ba] confirms the initial
performance boost in the range T' € [1,500], even though there is a small but constant
improvement when augmenting the number of trees up to 5000.

Figure [8b|again shows very poor results when the tree depth is too low (D < 30), due
to the complexity of the dataset, and a slight performance decrease due to overfitting
when D >=100. The best results have been obtained with D = 80.

Regarding the bagging percentage, in Figure[Sc|it can again be seen that this hyper-
parameter drastically influence the results only when 1 < 0.1, while giving substantially
stable results for any value higher than that.

Finally, the system performances with respect to the number of randomly selected
features at each node has been analyzed (Figure . As already seen in UECFood100
dataset, there is an approximately linear increase in the classification accuracy while
increasing the number of selected features from 5 to v/d, where the system reaches its
best result.

To summarize, the RF hyper-parameter analysis has shown that the number of trees
and the number of randomly selected features at each node in the forest should be
carefully selected to obtain the best possible performance. On the other hand, the model
performances do not heavily depend on the tree depth and the bagging percentage.

4.3.4. Discussion

As aresult of the conducted performance analysis, we can draw the following conclusions:

1. While more computationally demanding color information should be retained to ob-
tain better recognition performance.

2. The number of clusters determining the codebook size for encoding should be carefully
selected on the basis of the chosen encoding scheme.

3. Exploiting more encoding schemes simultaneously may yield to performance degra-
dation due to the very high-dimensionality of the obtained encoded feature vector.
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4. For the specific tasks, the selected RF model has demonstrated to be sensitive to
two hyper-parameters, namely the number of trees in the forest and the number of
randomly selected features at each node. This can be exploited to simplify the cross-
validation procedure usually required to select the optimal hyper-parameters values.
To qualitatively evaluate the performance of the proposed approach we have com-

puted the results shown in Figs. [9] and The performance achieved by the proposed
method are shown for 18 query images from the UNICT-FD889 and the UECFood100
datasets, respectively (see caption for additional details). The depicted results demon-
strate that, even only texture information is exploited, the proposed approach is able to
well capture the global appearance of the images and it also has the capacity to reliably
find the true match under challenging conditions (see the 3 cases in the first row). When
the query image is not correctly classified, or the considered cases are very challenging,
the resulting scores are very close to each other, thus meaning there is uncertainty in
the given answer.

In the following section, the given results have been computed following the afore-
mentioned conclusions. Thus, RGB color information, FV encoding with K = 20 clusters
and T = 5000 trees have been considered. The other RF model hyper-parameters have
been kept as defined in Section 1]

4.4. State-of-the-art Comparisons

Comparisons with state-of-the-art methods are shown in Fig. Performances achieved
by our method are labeled as TFE-RF. The reported accuracies for other methods have
been taken from the papers describing the three main datasets. For this reason, the
results shown in Fig. are not uniform, meaning that TFE-RF is the only algorithm
tested on all the three datasets.

UNICT-FD889 In Fig. the obtained performance are compared to 4 state-
of-the-art methods, namely PRICoLBP [9], SIFT (9], BoT [9] and FB [26]. Results
demonstrate that the proposed approach outperforms existing ones by improving the
previous best accuracy by more than 5%. This is an interesting result since other ap-
proaches (i) require complex procedure for feature extractions (e.g., PRICoLBP [33]);
(ii) use the original input images of size 320 x 240, which carry more information than
the resized ones.

UECFo00d100 A comparison with state-of-the-art approaches is given in Fig.
The obtained performance are compared to the ones achieved by 6 state-of-the-art meth-
ods [29]. Methods like Circle, JSEG, DCR, DPM, and Whole use a detector to identify
the location of the food, while GTBB [29] uses the same ground truth as TFE-RF. Re-
sults demonstrate that TFE-RF outperforms detector-based approaches but has lower
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Fig. 9: Performances achieved by the proposed method on the UNICT-FD889 dataset
are shown for 9 query images. At the bottom of each image, the bar histograms show
the score (in percentage) of the proposed approach for the true match (in green) and for
the remaining top 4 matches (in red). Beside each bar histogram, a randomly selected
training image corresponding to the food class is depicted.
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Fig. 10: Performances achieved by the proposed method on the UECFood100 dataset
are shown for 9 query images. At the bottom of each image, the bar histograms show
the score (in percentage) of the proposed approach for the true match (in green) and for
the remaining top 4 matches (in red). Beside each bar histogram, a randomly selected
training image corresponding to the food class is depicted.
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Fig. 11: Performance of the proposed TFE-RFapproach are compared to state-of-the-art
ones. Results are shown for the (EI) UNICT-FD889, (]ED UECFo0d100, and Food101
datasets.

performance than GTBB. This is mainly due to (i) the discriminative power of the
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additional color and shape features which these methods exploits [29] and (ii) the rele-
vant information which full-size images have with respect to the resized ones which our
approach considers.

Food101 Figure[IIc|shows a comparison of the proposed method with state-of-the-
art approaches on the Food101 dataset. The competitors performances have been taken
from [2], and include among others approaches based on HoG, BoW, SURF, AlexNet,
Random Forests, etc. (see [2] for exact references for each method). As it can be seen, in
this challenging dataset the proposed method reaches an accuracy of 38.1%, comparable
to the other approaches based on random forests, but outperformed by the results ob-
tained by deep learning strategies, as in the case of AlexNet, based on a Convolutional
Neural Network approach.

5. Conclusions

In this paper an analysis of existing filter banks and feature encoding schemes for food
classification has been provided. The work has been motivated by the lack of stud-
ies showing which filters for texture features are likely to be the most useful for the
task. In particular, we have considered five of the most widely used filter banks in com-
puter vision, namely Laws, Gabor, Schmid, Leung-Malik and MRS&. To reduce the high
dimensional representations produced by filter banks we have used and analyzed the per-
formance of the three main encoding schemes in literature: BoW, FV and VLAD. Then,
the food classification task is accomplished by exploiting such encoded representations
within the RF classifier. Results on three food classification benchmark datasets have
been provided. Specifically, an in-depth analysis of the performance of each single filter
bank and encoding scheme has been provided. The proposed method has comparable
performances with respect to state-of-the-art approaches. It is worth noting that all the
tested methods have a moderate accuracy (maximum reached is 65.8% on the UNICT-
FD889 dataset), confirming that food recognition is a complex task. These results could
also be a consequence of explicit feature descriptors having sub-optimal performances in
this specific application field. For this reason, as a future work, we will investigate novel
architectures based on feature learning methods [37] to reduce the required on-board
computational costs and to improve the accuracy.
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