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Abstract. Initial-boundary value problem for linear acoustics has been solved in two spatial dimen-
sions. It has been assumed that the initial acoustic field consists of two Gaussian distributions. Dirichlet
boundary conditions with zero acoustic pressure at the boundaries have been imposed. The solution has
been obtained with the help of a split-operator technique which resulted in a cellular automaton with
uncountably many internal states. To visualize the results, the Python library matplotlib has been em-
ployed. It has been shown that attractive graphical output results in both the transient and stationary
regimes. The visualization effects are similar to, but different from, the well-known quantum-mechanical

carpets.
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1. Introduction

As is well known, interference effects omnipresent in the propagation of both linear
and non-linear physical fields, very often lead to formation of beautiful patterns. Let
us only mention here caustic patterns which can be in coffee cup due to the multiple
reflection of light rays with the cup serving as a kind of quasi-cylindrical mirror. Many
interesting and important physical effects are known in quantum mechanics due to the
interference of probability waves. This includes formation of sometimes spectacular
patterns emerging in the propagation of probability waves in an infinite potential well [2]
3, [, [5]. Very interesting and beautiful images have been obtained by simulation of the
dynamics of quantum mechanical wavepackets provided that generic initial conditions
have been assumed. By generic initial conditions we mean those with many modes being
initially excited. Interesting revivals of patterns have been reported.

Needless to say, one can and should expect appearance of similarly interesting struc-
tures in other physical fields, for instance, electromagnetic or acoustic. The role of
quantum-mechanical infinite-well potential is naturally played by perfectly reflecting
walls. It is to be mentioned that such walls actually do not exist. Nevertheless, a model
with perfectly reflecting walls is a convenient starting point and can provide a reasonable
approximation if we do not consider the fields too close to such mirrors.

In this work we concentrate on the case of evolution of acoustic fields in two spatial
dimensions. The main body of the paper is organized as follows. In Section [2| we provide
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4 Acoustic carpets

Euler’s partial differential equations which constitute the mathematical model of our
system. In Section |3 a simple but efficient algorithm to integrate those equations is
worked out. Section [4] contains a series of figures in which our results are illustrated.
Some concluding remarks can be found in Section

2. The model

We are about to solve the following system of the partial differential equations [IJ:

Op  Ovy  Ovuy
£ - — 1
or "o Ty =0 (1)
Ov,  Op
or + aE 0, (2)
ov, Op
or o 0. (3)

All quantities in the above system, including the independent variables, have been made
dimensionless. The quantity p has the physical meaning of the acoustic pressure while
v, and vy are two components of the field of velocity of particles. The variable 7 is the
dimensionless time while £ and 7 are dimensionless coordinates in the plane.

The above system describes propagation of the acoustic field in two spatial dimen-
sions. In this work we will employ the simple Dirichlet boundary conditions: p = 0 on
any boundary.

Equations — can be represented in a matrix form:

ar

where the matrix operator M is equal to

0o 2 2
S o€ on

-l# o o). (5)
o0 0 0

In the following section this matrix notation will be used to develop a split-operator
algorithm for numerical computations of (p, vy, vy).
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3. Split-operator algorithm

Equations — can be formally integrated to give:

p(T+ AT,6,n) - p(1,€,m)
Up (T + AT, Em) | = exp(MAT) | v (7, &m) | - (6)
Uy(T + AT,&”) Uy(ﬂfﬂ?)

Let us write the matrix M as a sum of four terms:

M = M + M, + Ms + M, (7)
where
9

— — 1 0 ¢ 0
Mi=M; = —S(% 0 0f, (8)

0 0 0

9

Y — 1 0 0 an
My=M; = —5|0 0 0 9)

9
3 00

Let us notice here that the matrices with even and odd indices do not commute.

For small AT we can approximately “split” the matrix exponential exp(ﬁAT) as
follows [6], [7), [§]

4
exp(l/\\/IAT) ~ H exp(ﬁnAT) . (10)

n=1

The following remark is necessary here. In our numerical simulations A7 is actually
not small: it is exactly equal to 2. However, it is sufficient to require that A7 be small
when compared to characteristic lengths introduced by the initial conditions (or bound-
ary conditions, or, in a more general settings, by frequencies of the external currents).
In our case A1 will be significantly smaller that the half-widths of Gaussians which form
the initial conditions.
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Taking into account that

10 0
exp(ﬁlAT) = 0 1 0] cosh (AT&>+
00 0 2 08
010 000
100 sinh(AQTaa)—i— 00 0], (11)
00 0 ¢ 00 1
100
exp(ﬁgAT) = 0 0 0] cosh (Aq’&)+
00 1 2 o
00 1 000
~lo 0 o sinh<A2Taa>+ 01 0], (12)
10 0 " 000

as well as considering the simple action of hyperbolic sine and cosine functions of first-
order operators on any function f(£,7), e.g.:

con (B ) sten = 3 [ren+ D viea-50]. ay
s (5750 ) e = g |[fen- 50— sen+ 50| aa)

we end up with a simple four-step algorithm to integrate —. For instance, the first
step is obtained upon using the exponential of My:

[ A A
pMEn) = % p(T,&nJr;)er(T,&,n—;)} +
1T A A
—3 _vy(r,s,n+§> —vy(T: &1 — 27)] : (15)
of(Em) = wa(mém), (16)
[ A A
/Ug(/l)(5777) = _% p(7a5777+77) —p(ﬂﬁ,ﬂ— 27—):| +
1] A A
5 s+t S+ umen- 50| (17)
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In the second step, using exponential of ﬁg we obtain:

PP En) = % (e + %m) +p (¢ - %m)- +
L oW+ BT - e~ S (18)

v (&) = *% e+ 2T ) (1)(57%,77) +
e+ BT 1o - 5] (19)
WD = e, - (20)

and so on.

We have discretized our simulation cell, being a square, as & = mA¢&, n = nAn,
m,n = 0,1,...,N — 1, and set A{ = Anp =1, A7 = 2. Thus, the fields p, v, v, have
become functions of discrete variables m and n. The boundary conditions p = 0 result
in the following prescription for v, (0,n), vo(N — 1,n), vy(m,0), vy(m, N —1):

v:(0,n) = —p(1,n)+v.(l,n),
v(N—=1,n) = p(N—=2,n)40v,(N—2,n),
vy(m,0) = —p(m, 1) + vy (m, 1),

(m

vy(m,N—1) = p(m,N—2)+v,(m,N—2).

Let us notice that the algorithm per se is unitary and it preserves the energy exactly.
However, the numerical boundary conditions slightly spoil the energy conservation so
that it exhibits oscillations with amplitudes up to 0.5%.

The above algorithm while being simply a particular version of finite-difference
method, also forms a kind of cellular automaton with uncountably many states. Similar
automata have also been constructed e.g. in [9] [10] [IT].

4. Numerical results

In all our numerical simulations the size N of the computational cell has been equal to
1000. The initial conditions have been of the form:

1

p(m,n) =10 exp(—((m —m;)* + (n = n;)*)/(20%)) /(2m0°)
=0

with mg = ng = N/4, m; = n; = 3N/4. The initial velocity has been assumed to vanish
everywhere. We have performed simulations for several values of o.
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The the dependence of |p| on (§,n) for various 7 and for o = 20 has been shown in
Figure[T] and further on, in Figure 2| for o = 60.

In addition, we have also performed simulations with vanishing initial conditions but
with point-like external current in the form of an additional boundary condition

p(mo,ng) = posin(vr),

with po = 1 and v = 0.01 (thus, A7 < 1/v). The results are shown in Figure

Let us ask an important question whether we can draw any conclusions from the
images in Figures The answer is, naturally, affirmative. Just by looking at these
images we may infer that any “geometrooptical”, i.e. ray-tracing approach to the system
must immediately result in a failure. The interference effects kill the well-defined wave
packets and the “carpet” structure arises. On the other hand, the initial presence of
small-width wavepackets leads to a fine, granular structure of the carpet. Larger widths
provide larger and better visible structures in the square.

5. Conclusion

In this paper we have provided a simple yet efficient cellular-automaton-like, unitary
algorithm to integrate Euler’s equations of linear acoustics. Numerical simulations of the
dynamics of acoustic fields starting with two Gaussian wavepackets have been carried
out inside a square with perfectly reflecting walls. What is more, similar simulations
have been performed for the fields with zeroth initial condition but under the presence
of an external source with sinusoidal time variation. Our results have been illustrated
with the help of the Python library matplotlib. We believe they form a valuable
supplement to what is known about interference in linear field structures evolving inside
very high-quality resonators.

Let us notice that visualization has, of course, already become a standard tool of
acoustic analysis. Let us quote only recent papers [12] 13} [I4] in this connection.

We plan to investigate further similar systems with special emphasis on the presence
of vortices and other topological structures in the field.
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Fig. 1. Snapshots of the time evolution of acoustic field from two Gaussian wavepackets
for 0 = 20.0 (see text). The quantity |p|'/* is plotted as a function of ¢ and 7
for several 7. (a) 7 = 1; (b) 7 = 100; (c) 7 = 500; (d) 7 = 5000; (e) same as d
but at a different projection.
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Fig. 2. Snapshots of the time evolution of acoustic field from two Gaussian wavepackets
for 0 = 60.0 (see text). The quantity |p|'/* is plotted as a function of ¢ and 7
for several 7: (a) 7 =1, (b) 7 = 100, (c¢) 7 = 500, (d) 7 = 5000. (e) Same as d
but at a different projection.
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Fig. 3. Snapshots of the time evolution of acoustic field with zeroth initial conditions
but in the presence of external current (see text). The quantity |p|'/* is plotted
as a function of ¢ and 7 for several 7: (a) 7 = 1, (b) 7 = 100, (c) 7 = 500,
(d) 7 = 5000. (e) Same as d but at a different projection.
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Abstract. Numerical simulations of coupled map lattices with various degree of nonlocality have
been performed. Quantitative characteristics of recently introduced for local coupling have been applied
in the nonlocal case. It has been attempted to draw qualitative conclusions about nonlocality from the

emerging pictures.

Key words: coupled map lattices, nonlocality, density matrix, visualization.

1. Introduction

Coupled map lattices (CML) [II, 2] have long become a valuable theoretical tool to
investigate pattern formation effects, chaos in many-mode systems, cooperative effects
and synchronization [3, 4l [5, 6]. Some of them have proved to be a valuable tool in
modeling physical processes [7], 8, [9] 10} [11].

Some of the most characteristics introduced to study various CMLs are: co-moving
Lyapunov spectra, mutual information flow, spatiotemporal power spectra, Kolmogorov-
Sinai entropy density, pattern entropy [I0]. Also, the detrended fluctuation analysis,
structure function analysis, local dimensions, embedding dimension and recurrence anal-
ysis have also been applied to CMLs [I1].

More recently, research in the field of systems of coupled nonlinear oscillators (in-
cluding CML) have been, among other things, connected with the so-called chimera
states [12] T3] T4} [T5], associated with nonlocality occurring in such systems.

In the work of two of us [16], some additional characteristics of CMLs have been
introduced. In particular, the reduced density matrix, the wave function of CML (being
the eigenvector corresponding to the dominant eigenvalue of the reduced density matrix),
which can serve as an order parameter and the number of particles which have been shown
to be useful quantitative properties of the system.

In this work we concentrate on the case of evolution of the coupled map lattices
with nonlocality in two spatial dimensions. Our main concern is to find qualitative
information about the system by studying its visualization. Therefore, we do not employ
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sophisticated measures. We rather concentrate upon the pictures and their properties
because they also reflect the properties of the reduced density matrices.

The main body of the paper is organized as follows. In Section [2] we describe our
model. In Section [3| the important parameters and characteristics are defined. The
Section [4] contains a series of figures which contain our basic results. Some concluding
remarks can be found in Section

2. The model

Let f be a quadratic function which defines the logistic map

f(z) = cx(l—x) 1)

and let ¢ and 1 be discrete spatial variables, £ € [0, N — 1], n € [0, N — 1]. In this work
we shall consider a lattice of coupled maps with the following evolution in the discrete
time 7:

P P
G(r+1,6m) = A —4Pd) f(Y(r,&m) +d Y Y f(rE+kn+D), (2

k=—Pl=—P

where the sums over k£ and [ are taken mod NN, so that periodic boundary conditions
are imposed. From the above definition of the dynamics of the field v in the discrete
time 7 it follows immediately that P is a degree of nonlocality. The larger P, the more
maps contribute to the calculations of the next (in 7) value of a given ¢ (£,n). On the
other hand, the parameter d measures the strength of the influence of neighboring maps.
It can be considered as a kind of a diffusion constant.

Our choice of the function f is, in a sense, the standard one. It is connected with
the very well known striking properties of the simple quadratic map which exhibits
qualitatively very different behavior for varying c. Here, we have chosen ¢ = 3.8 (this
choice corresponds to the chaotic behavior of the single map in time) and three different
values for P and d. We have taken P = 4, 16 and 64. The values of d have been such
that the product 4Pd = 0.4 has been kept constant.

3. Quantitative characteristics of coupled map lattices

In this Section we introduce some quantitative characteristics of our CML: the re-
duced density matrix, and entropy. The latter, however, though interesting per se,
has a marginal meaning in this work.

Let us start with the definition of the reduced density matrix. We begin with the

quantity p(¢,€',7,T):
PpEE T T) = (W(r, &) ¥(r,€ )1, (3)
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where T is the time over which averaging is performed, and T' < 7. Then the reduced
density matrix is normalized to have trace equal to 1:

p(&,&,7.T) =p(&.¢, 7. 7)) pl&, &7 T). (4)
1
In the above equations the sharp bracket denotes averaging in the following sense:

((Nr==% > ()

t=7-T

We define the (von Neumann) entropy of the CLS in the standard way:
§=- Z p(g’ 67 7 T)log(p(§7 ga T, T)) .
13

The entropy, defined in this way, is apparently a function of 7 and T. We shall comment
on this point below.

4. Numerical results

In all our numerical simulations the size IV of the computational cell has been equal to
500. The initial conditions have been of the form:

P(€,m) = 0.5 6¢ ny2, 0 N /2 -

We have conducted simulations for 7 = 10, 100, 1000 and 10000. These values
have to be considered rather small, and our results show, in general, the transient, not
stationary, regime.

In Figures we have shown the snapshots of the dependence of ¢ on (§,n) for
several 7 and P =4, 16 and 64. Those figures have been produced from .ppn files. The
contents of the red (R), green (G) and blue (B) colors at each pixel (4,5) have been
computed as R = G = B = 256 — |256 9(i, )], where |-| is the floor function. Then
the resulting .ppm file has been converted to .png with the GIMP program.

Although the grayscale figures have their obvious advantages, giving immediate in-
dications, where a quantity is large and where it is small, more information about the
spatial structure of a solutions is provided by the colored figures. We have created the
following color figures as follows. Again, .ppmn files have been first created with the help
of the following formulae for the contents of the three basic colors at the pixel (i, 7):

R = [256 x 0.5(1 +sin(20%(i,5)))] ,
G [256 x 0.5(1 + cos(304(%,5)))] ,
B 1256 x 0.5(1 — sin(25 (4, §)))] -

Machine GRAPHICS & VISION| 25(1/4){i3}[25] 2016. DOI:[10.22630/MGV.2016.25.1.2].


https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2016.25.1.2

16 Visualization of nonlocality in coupled map lattices

Fig. 1. Grayscale shaded graphics representing the field ¢ for P = 4 (please see the the
main tekst). The quantity ¢ is displayed as a function of ¢ and 7 for several
7. Brighter regions correspond to smaller values of ¢ (a) 7 = 10; (b) 7 = 100;
(c) T =1000; (d) 7 = 10000.

The results of such coloring are shown in Figures

In Figures the reduced density matrices as functions of (§,&’) for various 7 have
been displayed. The averaging has been performed over time in [7/2 + 1,7] (that is,
T = 7/2). The contents of the red (R), green (G) and blue (B) colors at each pixel (4, 5)
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“/\{l"i”w\

Fig. 2. The same as in [I| but for P = 16. (a) 7 = 10; (b) 7 = 100; (c) 7 = 1000;
(d) 7 = 10000.

have been computed as R = G = B = |256 p(i, j) max(p)]|. The GIMP has again been
used to transform .ppm to .png files.

Let us start a qualitative analysis of the pictorial representation of the results with
two trivial remarks. Firstly, all figures clearly reflect the symmetry of the computational
cell as well as the anisotropy of the system, with the horizontal and vertical directions
clearly distinguished. Secondly, the larger nonlinearity, the faster non-zero values of v
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Fig. 3. The same as in [l| but for P = 64. (a) 7 = 10; (b) 7 = 100; 7 = 1000;
(d) 7 = 10000.

(o}

cover the computational cell. What we can also immediately guess from the pictures is
the number of nontrivial structures in system, which clearly evolve in a different way.
Again, that number is clearly associated with P. That is, just having a look at the
figure, one can guess, upon some experience, approximate magnitude of nonlinearity. It
is particularly interesting to observe a kind of a discontinuity in the pictures: the regions
with varying dynamical patterns break the symmetry.
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Fig. 4. Snapshots of the time evolution of the field i for P = 4 (please see the main
tekst). The quantity v is displayed as a function of £ and 7 for several 7.
(a) 7 =10; (b) 7 = 100; (c) 7 = 1000; (d) 7 = 10000.

As for the pictures illustrating the reduced density matrix let us observe the promi-
nent visibility of both main diagonals. This feature seems to disappear for larger values
of P. Square- and rectangle-like structure are clearly able to survive averaging even for
large values of 7 and T.

While the concept of entropy has played a minor role in this work, we would like
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d

Fig. 5. Snapshots of the time evolution of the field ¢ for P = 16 (please see the main
tekst). The quantity v is displayed as a function of £ and 7 for several 7.
(a) 7 =10; (b) 7 = 100; (¢) 7 = 1000; (d) 7 = 10000.

to report that it appears to be independent of averaging time T for sufficiently large 7
(i.e., larger than a few hundreds). Also, it appears to become asymptotically constant in
7, and independent of P. It is an interesting question to what extent it is independent
of the parameters of the system, the initial and boundary conditions, and a specific
function f used to define individual maps. Certainly it does depend on the size of the
system.
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ch o =

Fig. 6. Snapshots of the time evolution of the field ¢ for P = 64 (please see the main
tekst). The quantity v is displayed as a function of £ and 7 for several 7.
(a) 7 =10; (b) 7 = 100; (¢) 7 = 1000; (d) = = 10000.

5. Conclusion
To conclude, we have performed numerical simulations of nonlocal coupled map lattices.
We have demonstrated usefulness of visualization to draw qualitative conclusions about

the nonlocal nature of interactions in the system. In particular, it is to some extent
possible to guess the degree of nonlocality just by looking at the figures. The larger
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a

c d

Fig. 7. Grayscale shaded graphics representing the reduced density matrix p for P =4
(please see the main tekst). The quantity p is displayed as a function of £ and ¢’

for several 7. Brighter regions correspond to larger values of p

(a) 7 =10; (b) 7 =100; (c) 7 = 1000; (d) = = 10000.

degree of nonlocality, the larger amount of interesting, spatially separated structures.
Let also mentioned aesthetic appeal of some of the color pictures obtained from the
nonlocal maps. Finally, remarkable asymptotic stability of entropy has been observed.
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c d

Fig. 8. The same as in Figure 7 but for P = 16
(a) 7 =10; (b) 7 = 100; (c) 7 = 1000; (d) 7 = 10000.
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Abstract. Gender recognition, across different races and regardless of age, is becoming an increas-
ingly important technology in the domains of marketing, human-computer interaction and security.
Most state-of-the-art systems consider either highly constrained conditions or relatively large databases.
In either case, often not enough attention is paid to cross-racial age-invariant applications. This paper
proposes a method of hybrid classification, which performs well even with a small training set. The
design of the classifier enables the construction of reliable decision boundaries insensitive to an aging
model as well as to race variation. For a training set consisting of one hundred images, the proposed
method reached an accuracy level of 90%, whereas the best method known from the literature, tested

under the restrictions imposed on the database, achieved only 78% accuracy.

Key words: computer vision, gender recognition, DWT, SVM.

1. Introduction

The ability to correctly determine gender is important for both inter-human commu-
nication and advanced human-computer interfaces, which tend to simulate real life in-
teraction. Knowing the gender balance of an audience is a valuable information in the
field of marketing, allowing message content to be adjusted so that advertisements can
reach their targets more effectively. Algorithms for gender recognition need to be reliable
under difficult conditions, since they are frequently employed in places where good facial
exposition is rare. In this paper, we present an improved method of gender classification
— robust against facial expressions, race and age. An additional advantage is that in the
classifications based on a small training data set the method outperforms the current
state-of-the-art solutions.

In our research, we used a randomly selected set of 200 subjects (100 samples for
training and 100 for testing), from the FERET database [I, 2] including a range of
races, ages and facial expressions (see fig. . During the investigation, a 100 x 100 pixel
box was used to limit the visible area of each face.

While most of the solutions in the literature ([3 [, 5]) provide high classification
accuracy due to the large training datasets used, our method focuses on a combined
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Fig. 1. Exemplary faces used in the project

classification model applicable even to small training sets (like in our case, 100 training
samples).

2. Related work

An approach to gender recognition developed by Nazir et al. in [3] used the Discrete
Cosine Transform to extract image traits. The collected features were then classified us-
ing the k-Nearest Neighbors (kNN) algorithm. This method attained accuracy of 99.3%
with the Stanford University medical student frontal facial images database (SUMS) of
400 images, 200 x 200 pixels in size. The drawback of these studies is that the training
set comprised good quality and well-lit subjects of approximately the same age. The
application of the kNN classifier also does not seem to be a good solution for larger
datasets, since all objects must be stored, making the method demanding in terms of
memory.

Another method has been suggested by Alrashed et al. [5] who used eye region images
processed either with the Discrete Cosine Transform or the Discrete Wavelet Transform.
The features obtained were classified using a Support Vector Machine with a Radial Basis
Function kernel. The accuracy of the systems reached 99.62% for DCT and 99.49% for
DWT. Tests were performed on two databases: Faces94 [0] and AR database [7,[8]. The
data set comprised 691 images of males and 692 of females. Subjects with sunglasses were
excluded, making classification easier. In addition, the first dataset contained images
captured under similar lighting conditions.

Singh et al. in [4] proposed a method for feature extraction based on Local Binary
Patterns and the Histogram of Oriented Gradients [9]. A Support Vector Machine was
employed for classification. The accuracy level reached 89.43% for LBP and 95.56% for
HOG for Indian face database [10]. Although this study took into account variations in
lighting, it considered solely the subjects of South Asian ethnicity — focusing on a narrow
range of human appearances.

It is worth noting that each of the aforementioned methods relied on the immensity
of information provided by large datasets rather than providing a well-generalized gen-
der model based on classification of carefully chosen features. In this paper, we present
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Fig. 2. Example of ambiguous face according to our method

a novel method of gender recognition which combines multiple classifiers to boost preci-
sion in even small training sets [11].

3. Method

The method, developed by inference from empirical results, is composed of three main
stages: preprocessing, features retrieval and classification [12]. In the first stage, an
input image face is prepared for further processing by means of noise reduction including
Gaussian filtering. The image is then subjected to feature extraction, performed using
Discrete Wavelet Transform [5], since DWT and DCT achieved the best precision, and
DWT was found to be better at preserving high and low frequency information [13]. As
Aguado et al. observed, filtering either high or low frequencies deteriorates the precision
of gender recognition [14]. The feature vector calculated with DWT is finally passed to
our hybrid classifier.

The superiority of the Support Vector Machine over other standard classifiers was
confirmed by experimentation. This dominance was also achieved by the application of
kernel transformation. It was noticed that the gender model, in the context of DWT
coeflicients, was highly non-linear and transformations of higher orders worked better.
Two particular kernels were determined as paramount transformations: the Quadratic
Kernal Function (QKF) and Radial Basis Function (RBF). Classification results for both
SVMs indicated that, in most cases, they provided the same answer (woman or man).
In the majority of the other cases, QKF SVM was superior over RBS, since for true
decisions it revealed higher classification probability (expressed in and futher in
the text), enforcing the right decision of the classification ensemble.

The final classifier was composed of two separate Support Vector Machines, one with
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a Quadratic Kernel Function K,(3,6) = (876)? and the other with a Radial Basis
similarity Function K,.(8,0) = exp(vy||f — §||). For both SVMs, the success rate was
calculated according to the following formulas, respectively.

Zazyl /Bla ) (1)

Z a;y; K /817 ) (2)

where f3; is the feature vector of the ¢-th training example, y; is a class label taking values
—1 for class woman and 1 for class man, m is the number of training observations, a; is
a coefficient associated with an observation (zero if observation is not a support vector),
b is a scalar, 3 is a feature vector of the test object and K(f;, 8) is a kernel function.

Posterior probabilities P(s,) and P(s,) are then measured for two Support Vector
Machines. The probability is a function of the success rate s. For the Quadratic kernel,
the probability function is presented in , while that for the Radial Basis Function
kernel it is shown in .

1

P(sq) = 1+ cAisatBi 3)
1

P(s;) = 1t eAzsr 1Bz (4)

where s, and s, are success rates for the Quadratic kernel and RBF kernel respectively.
A and B are function parameters.

The functions and provide a qualitative measure of a subject’s membership
to the class with label 1 — man.

The value of P(s,), denoted in short as x, is the probability of being classified as
a man by the SVM with a Quadratic kernel. The probability of being classified as
a woman by the same classifier is 1 — P(s,) (denoted as X) according to the probability
theorem. In the second equation, the value of P(s,) (y) indicates the probability of being
a man according to the SVM with RBF kernel, and the probability of being a women
for this classifier is 1 — P(s,) denoted as .

Based on the complementarity of the two SVMs, one can assume that the arithmetical
average of posterior probability for each class gives a more reliable probability than each
classifier separately. Hence, having calculated the posterior probability for the two SVMs,
the mean is calculated according to standard formulas

z=(r+y)/2, (5)

S= (@ +9)/2. (6)
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Fig. 3. Proposed classification method scheme

The final decision is then made depending on the values determined for z and 2. If
the average posterior probability z is greater or equal to Z then the examined object is
classified as a man, otherwise it is classified as a woman. The classification method is
visually presented in Figure

4. Test and Results

The tests consisted of two parts: validation of systems described in the literature 3}, 4} [5]
and validation of the proposed hybrid method. Validation was carried out with tests per-
formed on half of the previously described set (100 subjects out of 200) from the FERET
database, randomly selected. This set contains people of various races (Caucasian, Black
and Asian), of various ages (from round 20 up to around 60), under varying lighting
conditions (uniform light, spot light from different directions) and with different facial
expressions (neutral, smiling, grinning, sad, disgusted). The images were taken from
gray-scaled thumbnail photographs of the FERET database. This database was chosen
due to the versatility that it provides with regard to age, race, facial expressions and
lighting. In spite of the fact that it is not a new database, it is still valid since the general
perception of gender does not change over time. To obtain a qualitative comparison, an
accuracy factor was used

number of correct classifications
accuracy =

(7)

capacity of test set
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Accuracy
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Fig. 4. Comparison of the pure state-of-art algorithms with the proposed system

Below, Figure [4] shows the accuracy of algorithms in the literature for the proposed
image set, in comparison to the proposed system. The first two methods presented in
the chart were proposed in [5]. They used either Discrete Cosine Transform or Discrete
Wavelet Transform together with the SVM classification method. The variant with
DWT achieved better results (78%) than that with DCT (74%). The results were worse
than those reported by the authors, which may have been due to the significantly smaller
database used in our study. The third bar depicts the accuracy achieved by the algorithm
presented in [3]. It uses Discrete Cosine Transform applying the kNN classifier. It gained
precision of 75%. Again, the lower accuracy with respect to that reported by the authors
may have been caused by differences in databases. Nazir et al. drew on a larger database
of students, hence the ages of the subjects were also quite similar. The next two methods
suggested in [4] used a Histogram of Oriented Gradients and Local Binary Patterns
as feature descriptors. Both methods were tested with the Support Vector Machine
Classifier. The variant with HOG obtained a slightly better accuracy (75%) than that
with LBP (73%). The authors trained and tested their system on an Indian database,
rejecting cross-racial comparisons. The database used in our study contains subjects of
different races, which has significant implications for the accuracy of the method.

As shown in Figure[d] the system from the literature with the highest accuracy (78%)
was the Discrete Wavelet Transform with Support Vector Machine. The algorithms
suggested by Nazir et al. [3], Alrashed et al. [5] and Singh et al. [4] achieved at most
78% accuracy with pictures from the FERET database. However, the accuracy of the
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proposed method reached 90%. This means that with the proposed system 10 more
people in every hundred were classified correctly.

In this way, the superiority of SVM in terms of gender classification [I5] was clearly
confirmed.

The execution time was measured to assess the feasibility of real-time applications.
For tests performed with images of 100x100 px, the accuracy of the method was preserved
and the time required to perform the classification was 0.2s. This enables complete
classification of five faces per second.

5. Conclusion

The hybrid classification method presented here, consisting of two Support Vector Ma-
chines, one with Quadratic and one with Radial Basis kernels, deals very well with gender
recognition, even when the subjects are of different races and ages, have different facial
expressions, or are taken under different lighting conditions. The results compare favor-
ably to those for algorithms presented in the literature, in [3,[4] and [5], which performed
considerably worse with the small training data set.

Further research should focus on making the proposed method insensitive to rotation
and scale and on making the whole system applicable for real use without any manual
pre-processing. Finally, low-dimensional image representation pointed out by Amine et
al. in [16] might be used to improve the accuracy and efficiency.
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Abstract.

A new system of creation and management of particle effects created for the needs of the future
productions of Techland Co. Ltd. is presented. By a proper organisation of memory buffers it provides
for maximum data density in the memory. This makes it possible to simplify the calculations and to

use a smaller number of threads and less memory readings.

Key words: GPU, particles, FX, compute, shader, real time, graphics

1. Introduction

A particle effect is any physical phenomenon to replicate and visualize which it is nec-
essary to simulate the behavior and interaction of a number of unrelated, so called,
particles, i.e. individual entities subject to certain behaviors specified by the artist. De-
pending on the intended result, the particles can be e.g. sparks, dust particles, clouds of
smoke, individual insects, flames, liquid streams, etc. (see Fig. [1| for an example).

In the discussed implementation it has been tried to fully use the benefits offered by
today’s graphics cards and game consoles. In order to operate, the equipment compatible
with the Shader Model 5.0 [3] is necessary.

2. Review of competing solutions

Prior to the implementation, a review of competitive solutions was conducted. It helped
us to create list of features that our new system must have. Among them there were:

o particle effects editor in the Unity engine,

e particle effects editor in the Unreal 4 engine,

o particle effects editor in the CryEngine.
The comparative analysis was made in the following aspects:

e editor shape and appearance, artist’s work process with the editor — window appear-

ance, integration with the rest of the editor;
e ways to control the particles, such as e.g. curves, gradients;
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Fig. 1. Example of the particle effect with fire and smoke.

e additional options, such as e.g. sub-emissions (i.e. particle emission by other particles),
and depth buffer collisions.
The comparison revealed that none of the existing systems had all the features we
required. These features will be considered in the context of the methodology developed
within the present paper.

3. Tasks of the system

The main tasks to be executed by every particle effect system are as follows.

New particle emission Each individual particle is created by a, so called, emitter. It
defines in what way the particles created in it will act throughout their lifespan. The
operation of emitting particles is quite complicated and should take into account, e.g.
the necessity to emit more than ten thousand particles from one emitter during one
animation frame.

Individual particle movement simulation Each particle has certain physical prop-
erties, such as instantaneous velocity, size, acceleration, and orientation. Each of
those properties can be further modified by a set of modifiers freely set by the artist
(in case of e.g. acceleration, it is the force of gravity).

Particle sorting Because of the translucency of most of the particles the order in which
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they are painted on the scene becomes important. A lack of sorting would result in
a lot of artifacts in the generated image.

Taking into account different types of particles Translucent particles are the
most popular. However, the possibility of using particle effects at any stage of ren-
dering of frame animation is necessary because it gives access to many potentially
interesting effects, such as e.g. refraction.

Drawing particles This is the last stage of the system’s operation. It is at this time
that the particles are placed on the scene in a way visible to the user (up till now
they were only the compressed structures in the graphic card’s memory).

4. Algorithm

The algorithm was designed in such a way as to strive for storing the maximum density
of data in the smallest area of memory. This makes it possible to keep the calculations
simple and to use a smaller number of threads and make less memory readings.

The discussed implementation works in two stages.

In the first stage basic calculations for the continuous operation of the entire system
are performed, i.e., calculations of state changes of all particles, emission of new particles
and deleting the old ones.

The purpose of the second stage is to determine a subset of particles visible from
every camera known to the game, and then to perform calculations associated with their
presence and to prepare data needed for instantiating.

First stage The order of operations included in the first stage is shown in the chart
in Fig.

First, the information on the amount of particles in the main buffer is read. This
information allows to determine the amount of particles at the start of the animation
frame, as well as how many thread groups must be used to perform the simulation.

Reading the

amount of . . Sub-emission and .
particles in the I Seton ’ particle emission —¥ Defragmentation

previous frame

Fig. 2. Chart of operations of the stage one of the algorithm.
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Let us introduce the following denotations:

P — set of all particles,

Pyrev — number of particles in the previous frame (equal to the index of the last live

particle in the set),

Py — number of particles in the current frame (at the beginning of the frame it is
Peyrr = Pprev>7

Thopt — optimal number of threads in one group. For contemporary GPUs it is most
commonly Thgpt = 64,

Pyrev — number of particles in the previous frame (equal to the index of the last live
particle in the set),

Gsim — number of thread groups needed to perform the simulation.

P,
Ggim = ceil [ =2 ) ) 1
S (Thopt ( )

During simulation, excluding velocity, position, acceleration, orientation and any other
physical property change, particles may be assigned to the following sets:

Therefore

set D containing particles whose lifetime came to an end in the current animation frame;
set S containing particles capable of emitting other particles.
The sets S and D are reset with the beginning of each consecutive animation frame.

The next step is the, so called, sub-emission. It is limited from above to a maximum
volume, due to the easy to cause exponential increase in particle quantity visible on the
screen (which may result in a sudden drop in the animation speed, and even the loss of
system stability). The principle of first come, first served is in force.

Immediately afterwards, a classic particle emission occurs, just like in the older par-
ticle effect systems based on calculations performed by the CPU.

Both emissions work according to the following algorithm:

e If the set D is not empty, take the index of that dead particle.
o Otherwise increase P, and take its previous value — this is the new index of the
particle.
o Fill a particle, with this index, with data from the emitter.

The last stage of the first step is the, so called, defragmentation, i.e. transferring
a given number of particles, whose indices are close to P.y., to places marked with
indices of particles in the set D. This operation is rather light because only up to a few
thousand particles are being transferred per animation frame and it takes about 100
microseconds on an XBox One console. Its goal is to decrease the P, value, so that
in the next animation frame it would be possible to create a smaller Gg, quantity.
Without this procedure, the buffer, even for a small quantity of particles (< 1000), can
very quickly fill in the whole prepared pool (~ 0.5 x 10%), thus forcing a maximally high
Gsim value or looking for free spaces in the memory for new particles each time.
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TRN drawing

Simulation of
»

Culling ig Sorting “visible ones”

RFR drawing

NRM drawing

Fig. 3. Chart of operations of the stage two of the algorithm.

Second stage After performing a simulation of all the particles and emitting new
ones or culling old ones, the second stage takes place, in which calculations for individ-
ual cameras are performed. They are directly connected with instantiating, being the
culmination of the entire process. The stage is comprised of the steps shown in Fig.

Another reason for which it is worthwhile to pursue the reduction of the Pprey value
is the frustum culling step. It must be performed for all P..,, particles (including the
possibility that dead particles are inside that block). After performing this operation
we get the set denoted Ay on the output, in which the indices of all particles visible to
a given camera, denoted as Cy, are located.

With the information about which particles are necessary to properly draw a scene
(their indices are known), as well as knowing their distance from a given camera, it be-
comes possible to sort them according to distance to ensure a proper order of drawing. To
achieve this we used the bitonic sort algorithm [I] and we have based its implementation
on AMD’s publication [4] presenting a very minimalistic particle effects system.

The particles in the memory are sorted not only by distance to the camera, but also
according to the technique they will be drawn with. Thanks to that, after sorting, the
buffer contains a few continuous blocks with particles ready to be drawn with the use of
various techniques.

Example For example: the buffer containing the set Ag (i.e. containing particles which
passed the visibility tests) before sorting looks like shown in Tab. [1} where I, — particle
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Tab. 1. The buffer with set Ay before sorting.

Particle effect system for the needs of a modern video game using the GPU

Io=123 | I, =345 | I, =234 Is =14 Ii=3 Is =45 | I = 1222
Do =123 D=4 Dy =3 D3z =59 Dy=224| Ds=1.2 D¢ =23
To=0 T, =0 T, =1 T3 =1 Ty =2 T5 =0 Ts =0
Tab. 2. The buffer with set A, after sorting.

Io=123 | I, =345 | I, =234 Is =4 I.=3 I; =45 | Is = 1222
Do =123 Dy =4 Dy =3 D3 =59 Dy =224 | Ds=12 D¢ =23
To =0 T, =0 T, =1 T3 =1 Ty =2 T5 =0 Ts =0

index in the set P, D, — particle distance from the camera in which it is drawn, T, —
technique with which the particle will be drawn (to be explained further).
After sorting, the buffer will look as shown in Tab.

Final steps The next step is simulating visible particles, that is, calculating all vari-
ables needed to properly draw each particle. Up until now we have used a representation
containing only data realted to movement, position, lifespan, etc. Information on tex-
tures, color, gradients, and other features related solely to drawing the particles was
not needed and additionally would increase the amount of transferred data. After this
step, the data representation optimized for drawing in various techniques alone becomes
correct. It lacks e.g. information on the particle’s velocity or the forces acting on it.
Such an approach makes it possible to decrease the amount of data needed in a given
moment from over 40 MB to around 20. This is critical in the case of using XBox One
and its 32 MB of ESRAM.

The last stage, which crowns the whole process, is drawing. Various techniques are
used in the rendering engine for this task. Each of them is dedicated to drawing different
type of objects. The technique used to draw translucent objects is called TRN, the one
used to draw refractive objects is called RFR, opaque objects are drawn with OPQ
technique, etc.

As it was mentioned before — it takes place in a few stages of scene rendering, because
particles can have different purposes. The most popular ones are translucent and are an
ideal fit for drawing, e.g. fire, smoke, dust, snow, etc. The TRN technique fills this need.
The screenshot shown in Fig. [] presents fire and smoke generated with this technique.
Background image was used by our artists to show refraction of light.

Another part of particles in our system consists of ones responsible for the refraction
of light. As it was said before — they are drawn with the RFR technique — see fig.

The combination of the two effects above allows for a quite realistically looking fire.
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Fig. 4. Example of the particle effect with fire and smoke.

Fig. 5. Example of the light refraction.
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Thanks to the data being sorted in the above described way, it is very easy to imple-
ment particle drawing in each of the techniques. Each time the input data are exactly
the same — the buffer with data created after the simulation of visible particles and the
buffer with a number of particles for each technique. Knowing the order of techniques
in the buffer, it is easy to determine parameters for further drawing operations (using
the DrawInstancedIndirect method [2]).

Referring to the previously given example with sorting let us observe the following:

o DrawlnstancedIndirect for the TRN technique (i.e., T'= 0) will draw the first 4 parti-
cles;

o DrawlInstancedIndirect for the RFR (i.e., T' = 1) will draw 2 further ones (without first
4 TRN particles);

e DrawlnstancedIndirect for the NRM technique (those responsible for modifying normal
vectors in GBuffer) (i.e., T = 2, without first 6 TRN and RFR particles).

Of course, the above operations will not take place one after the other, but only when
each of them is required. All techniques are rendered in specific order.

5. Data storage

From the point of view of the HLSL code, the particle, during the first stage of simulation,
is represented by the quite highly compressed structure shown below, constituting the
description of its physical properties:
struct GpuFx_ComputeParticle
{

float3 position;

uint sizeXY;

uint2  flags_emitterId_ttl_seed;

uint2 velocity_orientation;

uint2 acceleration_ttlPhase;

uint2 orbitOffsetXYZ_parentId;

};
Floating-point numbers are used only for storing the position in the world in view of
precision. All the other variables are stored as a half type. These types of measures
aim to decrease the size of an individual particle stored in the memory. It should be
remembered that one of the main objectives of the designed system told of supporting
up to 0.5 million particles in real time with the use of current generation consoles, i.e.
Playstation 4 and XBox One.
The stage of detecting particles in the frustum and sorting allows for using an even

smaller structure:
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struct GpuFx_ParticlelInstance
{
uint  technique_index; // 8 bytes - technique (NRM/RFR/OPQ...)
// 24 bytes - index
float distance;
}s;
Only the data prepared in this way make it possible to prepare a buffer which will be
the input for the drawing operation. It takes place in the so called simulation of visible
particles stage and works well for filling the frustum composed only of some tens of bytes
of data that will be read accordingly and interpreted by the vertex shader for one of the
techniques. Each technique uses a different set of data, but all the particles share the
same buffer.

6. Conclusion

The presented algorithm makes it possible to minimize the number of places in which
data are loaded — further data are added only when they are actually needed.

The main course of the algorithm does not assume special cases. Using one buffer to
store particles belonging to various techniques allows to maximally utilize the allocated
memory without the need of establishing any smaller budgets. Everything takes place
dynamically and is adjusted to production needs.

Drawing particles, thanks to the locality of data, favors the operations related to the
data cache.

7. Further development

It is key to solve the problem of the low, so called, fill-rate, emerging while drawing large
amounts of big particles close to the cameras, for example, by using smaller particles or
hiding the invisible ones in a better way. Achieving this will require better co-operation
with the team responsible for creating particle effects in order to work out an optimal
way to design the effects.

Additionally, further work is planned, adding minor functionality such as support of
vector fields and improvements in support of animated textures.

Also, the optimization is of priority here — in terms of both memory as well as
performance.

The new system also includes a particle effect editor deliberately omitted in this
paper. In further work it is expected that the emphasis will be put on ergonomics of its
use and its stability.
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Abstract. In this paper, we have proposed a feature extraction technique for recognition of seg-
mented handwritten characters of Gurmukhi script. The experiments have been performed with 7000
specimens of segmented offline handwritten Gurmukhi characters collected from 200 different writers.
We have considered the set of 35 basic characters of the Gurmukhi script and have proposed the feature
extraction technique based on boundary extents of the character image. PCA based feature selection
technique has also been implemented in this work to reduce the dimension of data. We have used
k-NN, SVM and MLP classifiers. SVM has been used with four different kernels. In this work, we have
achieved maximum recognition accuracy of 93.8% for the 35-class problem when SVM with RBF kernel

and 5-fold cross validation technique were employed.

Key words: feature extraction, classification, PCA, k-NN, SVM, MLP

1. Introduction

Optical Character Recognition (OCR) is the process which helps to convert the handwrit-
ten or printed text into a format that is processable by machine. Handwritten character
recognition is more complicated due to the variation in styles of writing. When a text
is handwritten and scanned, a large amount of noise will occur while recognizing such
handwritten characters. We have divided handwritten character recognition into two
categories, viz. online and offline. This paper focuses on offline handwriting recognition.
Therefore, in this paper we have exhibited a recognition technique for offline handwritten
character recognition of Gurmukhi script in light of the fact that a little work has been
done on Gurmukhi script to date, to the best of our knowledge, in spite of the fact that
a considerable measure of work has been done on various scripts, for example, Bangla,
Devanagari and so forth.
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2. Related work

Bhattacharya et al. [I] have presented Bangla character recognition system and they
have obtained maximum recognition accuracy of 94.7%.

Bunke and Varga [2] have reviewed the state of the art in offline Roman cursive
handwriting recognition. They identified the challenges in Roman cursive handwriting
recognition.

Kunte and Samuel [8] have presented an efficient framework for printed Kannada
text recognition. They considered invariant moments and Zernike moments as features
and Neural Network (NN) as classifier. They achieved a recognition accuracy of 96.8%
using 2 500 characters.

Grosicki and Abed [3] proposed a French handwriting recognition system in a com-
petition held in ICDAR 2011. In this competition, they have presented comparisons
between different classification and recognition systems for French handwriting recogni-
tion. Kacem et al. [4] have used structural components for recognition of Arabic names.

Kumar et al. [7] have presented efficient feature extraction techniques for offline
handwritten Gurmukhi character recognition. They have also presented a hierarchi-
cal technique for offline handwritten Gurmukhi character recognition [5]. Using this
technique, they accomplished a recognition accuracy of 91.8%. Kumar et al. [6] have
presented a study on various transformation techniques for offline handwritten Gurmukhi
character recognition.

Lorigo and Govindaraju [J] have introduced a critical review on offline Arabic hand-
writing recognition frameworks. They have presented various techniques employed at
different stages of the offline handwritten Arabic character recognition system.

Pal et al. [I0] dealt with recognition of offline handwritten Bangla compound charac-
ters using modified quadratic discriminant function. They have acquired 85.9% recogni-
tion precision by using five-fold cross validation technique. Pal et al. [IT] have assimilated
a comparative study of handwritten Devanagari character recognition. Sharma et al. [12]
considered a quadratic classifier based scheme for the recognition of off-line Devanagari
handwritten characters. In this system, they have used chain code directional features
and achieved a recognition accuracy of 80.4%.

Tran et al. [I3] have considered the problem of French handwriting recognition using
24800 samples. They have worked on both online and offline handwritten character
recognition. Wang et al. [14] have presented a technique for recognition of Roman
alphabets and numeric characters. They had a recognition rate of about 86.0%.

Zhu et al. [I6] have described a robust model for online handwritten Japanese text
recognition. They obtained a recognition accuracy of 92.8% using 35 686 samples.

The work carried out in this paper focuses on the recognition of segmented offline
handwritten character recognition for Gurmukhi script of a 35-class problem.
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3. Gurmukhi script

The name Gurmukhi signifies “from the mouth of the Guru” and originates from the
old Punjabi word Guramukhi. Gurmukhi script is utilized for composing the Punjabi
dialect. A portion of the properties of the Gurmukhi script are as follows.

e In Gurmukhi script, there are 35 character constants out of which the first three are
vowel bearers.

e There are six consonants which are created by placing a dot (bindi) at the foot (pair)
of the consonant which is called Gurmukhi constants with subscript dots.

e Auxiliary Gurmukhi symbols denote double consonants, or conjunct adjacent con-
stants.

e Double Consonants: These symbols are also called adhak.

e In Gurmukhi script, various punctuation symbols are used. These symbols signify
the partition of heading from the text, or line break. Various punctuation symbols
are visarg, dandi, and dodand;.

o Visarg: it is symbolized as two circles, one circle is above the other circle, just
as a colon used in English language. This symbol points towards the division of
heading from the text.

o Dandi: it is a single vertical line which indicates the completion of a sentence.

o Dodandi: signifies two parallel lines which indicate a break in a line.

4. The proposed recognition system

Proposed recognition framework comprises of different stages: data collection, digitiza-
tion, preprocessing, feature extraction, and classification. In our proposed framework,
we have also used Principal Component Analysis (PCA) to reduce the length of the
feature vector. The general plan of the proposed framework is depicted in Fig.

4.1. Data collection

In this work, we have collected 7000 specimens of segmented Gurmukhi characters from
200 different writers. They were requested to write each of the fundamental 35 characters
of the Gurmukhi script. We have collected this type of dataset from different government
offices, schools, colleges etc.

4.2. Digitization and pre-processing

Digitization is the way toward changing over the handwritten document into electronic
shape. This procedure is accomplished by using HP-1400 model of scanner. Digitization
stage creates the digital image which is sustained to the pre-processing stage. Pre-
processing stage is the underlying phase of character recognition framework. In this,
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[ Feature Extraction H Proposed technique ]
!

Principal Component
Analysis

[ Classification H SVM. MLP and k-NN ]

Binarization, Normalization and
Thinning

Cutput ]—.[ Recognized Character ]

Fig. 1. Block diagram of the offline handwritten Gurmukhi character recognition system.

=~

a b

Fig. 2. Image of a Gurmukhi character: (a) digitized; (b) thinned.

stage we change over the image into a gray scale format and bitmap image. From that
point onward, bitmap image is changed over into the thinned image as shown in Fig.
by using parallel thinning algorithm proposed by Zhang and Suen [15].

4.3. Proposed feature extraction technique

In our proposed technique, a character image is horizontally divided into n horizontal
regions and then the width of the character in this region, that is, the distance between
the leftmost and rightmost element of the boundary of the character is taken as a feature
in each region, thus forming n features. Similarly, the height of the character, that is,
the vertical distance between the uppermost and lowermost element of the boundary of
the character in n vertical regions is found, thus forming further n features. For the
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regions that do not have a foreground pixel, the feature value is taken as zero. By using
this process, 2n features are extracted for an image of one character. In our case it was
n = 100 so there were 2n = 200 features in total.

In the algorithm, the background pixel (OFF pixel) is considered as 0 and foreground
pixel (ON pixel), that is the pixel belonging to the character, is considered as 1. The
steps made to extract the features for horizontal regions are as follows.

I : given image (z X y)
V <« Allocate(n): vector of n features for horizontal regions
for i :=1 to n step 1 do
for j:=1 to x step 1 do
for k:=1 to y step 1 do
if I;; =1 then
a:=j
break loops for j, k
end if
end for
end for
for j:=xz to 1 step —1do
for k:=1 to y step 1 do
if I;; =1 then
b=k
break loops for j, k
end if
end for
end for
Vii=b—a
end for
Return V

4.4. Principal Component Analysis

Principal Component Analysis (PCA) is a methodology which changes various correlated
features into a number of uncorrelated features called principal components. PCA has
been broadly used in the field of pattern recognition. PCA is a technique which is used to
reduce the dimension of data and to extract the meaningful feature subset. We covered
95% variance in this work for PCA.

4.5. Classification

Classification phase is the last phase of character recognition framework; this phase uses
the feature extracted in the previous phase. The preliminary aim of the classification
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Tab. 1. Recognition accuracy of the proposed feature extraction technique with different
classifiers. Recognition accuracy was calculated as an average for five folds.

mainaction | Clasiter | s o o | mee e | A
k-NN (k = 5) 0.80 9.10 90.10
MLP 1.20 11.60 87.20
without Linear SVM 1.70 8.10 90.20
PCA Polynomial SVM 1.60 19.60 78.80
RBF SVM 0.60 8.80 90.60
Sigmoid SVM 1.20 16.40 82.40
k-NN (k = 5) 1.10 6.60 92.30
MLP 0.89 9.71 89.40
with Linear SVM 0.84 7.46 91.70
PCA Polynomial SVM 1.40 16.20 82.40
RBF SVM 0.60 5.60 93.80
Sigmoid SVM 1.20 11.70 87.10

phase of an OCR framework is to build up the constraint for decreasing the misclassi-
fication relevant to feature extraction. In order to reduce the complexity of classifier,
we have used PCA to reduce the dimension of the feature vector, as written above.
In present work, we have used three different classifiers, namely, k-NN (k = 5), SVM
and MLP. SVM classifier has also been considered with four different flavours, namely,
Linear-SVM, Polynomial-SVM, RBF-SVM and Sigmoid-SVM.

5. Experimental results and discussion

In this section, we have presented the results of experiments by using proposed fea-
ture extraction technique with different classifiers. We have used 5-fold cross validation
technique for obtaining the recognition accuracy. For the purpose of experiments, we
have considered 7 000 samples of offline handwritten Gurmukhi characters of the 35-class
problem. Various types of recognition accuracies obtained forthwith have been depicted
in Tab. False Positive Rate (FPR), Rejection Rate (RR) and recognition accuracy
achieved with various classifiers, without PCA and with PCA, are graphically depicted
in Figs. Bh, b and ¢, respectively.

We have accomplished the best recognition accuracy of 93.8% using the proposed
feature extraction and RBF-SVM classifier. Confusion matrix for this case has been
depicted in Tab.
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1.8%

1.6%
1.4%
1.2%
1.0%

% W no PCA
0.8% W with PCA
0.6%

a
0.4%
0.2%
0.0%

FPR

k-NN MLP Lin-SVM Poly-SVM  RBF-SVM  Sigm-SVM
20%
18%
16%
14%
12%
5 10% W no PCA
w 8% W with PCA
b 6%
4%
2%
0%
k-NN MLP Lin-SVM Poly-SVM  RBF-SVM  Sigm-SVM
95%
90%
85%
>
o
e W no PCA
3 0% B with PCA
<
C
75%
70% . _
k-NN MLP Lin-SVM Poly-SVM  RBF-SVM  Sigm-SVM

Fig. 3. Quality measures of classification with classifiers as listed in Tab. [I| (here, names
abbreviated w.r.t. table for clarity). (a) False Positive Rate (FPR); (b) False
Rejection Rate (FRR); (¢) Recognition Accuracy (average of five folds).
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Tab. 2. Confusion matrix for proposed feature extraction with PCA and RBF-SVM

classifier.

Character Confused with characters
g B 95% 32% 3 1% d 2%
Kl " 98% 2%
& ¥91% € 3% < 3% d 2% < 1%
H H89% 3 1% dl 6% <1% H3%
d J94% d1% 32% 31% d2%
d d493% 1% Jd4% 2%
Yy Y 96% W1% H2% Y1%
dl d191% H7% 1% d1%
U W 95% 32% 3%
) 291% Y 4% 3 2% Y 2% 1%
d d92% 2% 5% q %
® ®91% T 2% 3 2% 2 3% 2%
o H93% T 2% Q4% 5 1%
ki ¥91% d 4% 1% 3 3% 2 1%
T T91% d2% q2% < 5%
< <92% S 6% < 2%
S 592% dJ2% & 1% 2% 33%
3 3 92% 3 3% d 3% J2%
&l € 91% H3% d2% ® 4%
< < 93% T 4% ® 3%
3 392% 3 2% H3% I %
q H87% q8% Y 4% Y 1%
< < 92% d 4% ® 2% < 1% F1%
q q83% 5% H 4% Y5% < 2% F1%
I 5 92% a1l 1% 5 2% Q2% 2% < 1%
Y Y92% H 4% H3% < 1%
° @ 95% dl 1% ® 3% < 1%
El H91% H1% 0 2% & 4% 3 2%
g 993% H 2% a 3% 1% 5 1%
H H95% H1% H 2% a 1% I1%
o W 93% & 2% @ 3% 82%
d d 89% & 5% ¥ 2% 32% &5 1% F1%
& & 92% ¥ 2% &5 4% 5 2%
< < 94% 1% ® 1% € 3% <T1%
El 392% 4% H1% 33%
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6. Conclusion and scope of future research

A feature extraction technique has been presented for offline handwritten Gurmukhi
character recognition of 35-class problem. For classification, we have used k-NN, SVM
and MLP classifiers. The best recognition accuracy of 93.8% has been accomplished
using 5-fold cross validation technique with the proposed feature extraction technique
and RBF-SVM classifier. We have used 7000 specimens of isolated offline handwritten
Gurmukhi characters in experimentation work. This precision can likely be increased
by considering a larger data set while training the classifier. This work can likewise be
extended to other Indian scripts: Bengali, Devanagari, Tamil, and so forth.

References

[1] U. Bhattacharya, M. Shridhar, and S. K. Parui. On recognition of handwritten bangla characters.
In P. K. Kalra and S. Peleg, editors, Proc. 5th Indian Conf. Computer Vision, Graphics and Image
Processing ICVGIP 2006, pages 817-828. Springer Berlin Heidelberg, Madurai, India, December
13-16, 2006. doi:10.1007/11949619_73.

[2] H. Bunke and T. Varga. Off-line Roman cursive handwriting recognition. In B. B. Chaudhuri, editor,
Digital Document Processing: Magjor Directions and Recent Advances, pages 165-183. Springer,
London, 2007. doi:10.1007/978-1-84628-726-8_8.

[3] E. Grosicki and H. E. Abed. ICDAR 2009 Handwriting Recognition Competition. In Proc.
10th Int. Conf. Document Analysis and Recognition ICDAR 2009, pages 1398—1402, July 2009.
do0i:10.1109/ICDAR.2009.184.

[4] A. Kacem, N. Aouiti, and A. Belaid. Structural features extraction for handwritten arabic personal
names recognition. In Proc. Int. Conf. Frontiers in Handwriting Recognition ICFHR 2012, pages
268-273, September 2012. [doi:10.1109/ICFHR.2012.276.

[5] M. Kumar, M. K. Jindal, and R. K. Sharma. A novel hierarchical technique for offline handwritten
Gurmukhi character recognition. National Academy Science Letters, 37(6):567-572, December
2014. [doi:10.1007/s40009-014-0280-1.

[6] M. Kumar, M. K. Jindal, and R. K. Sharma. Offline handwritten Gurmukhi character recognition:
Analytical study of different transformations. Proceedings of the National Academy of Sciences,
India Section A: Physical Sciences, 87(1):137-143, March 2017. |doi:10.1007/s40010-016-0284-y.

[7] M. Kumar, R. K. Sharma, and M. K. Jindal. Efficient feature extraction techniques for offline
handwritten Gurmukhi character recognition. National Academy Science Letters, 37(4):381-391,
August 2014. |doi:10.1007/s40009-014-0253-4.

[8] R. S. Kunte and R. D. S. Samuel. A simple and efficient optical character recognition system for
basic symbols in printed Kannada text. Sadhana, 32(5):521-533, October 2007. http://www.ias.
ac.in/article/fulltext/sadh/032/05/0521-0533.

[9JL. M. Lorigo and V. Govindaraju. Offline Arabic handwriting recognition: a survey.
IEEE Transactions on Pattern Analysis and Machine Intelligence, 28(5):712-724, May 2006.
do0i:10.1109/TPAMI.2006.102.

[10] U. Pal, T. Wakabayashi, and F. Kimura. Handwritten Bangla compound character recognition
using gradient feature. In Proc. 10th Int. Conf. Information Technology ICIT 2007, pages 208—
213, December 2007. doi:10.1109/ICIT.2007.62.

Machine GRAPHICS & VISION| 25(1/4)fd5|[55] 2016. DOI:[10.22630/MGV.2016.25.1.5|.


https://doi.org/10.1007/11949619_73
https://doi.org/10.1007/978-1-84628-726-8_8
https://doi.org/10.1109/ICDAR.2009.184
https://doi.org/10.1109/ICFHR.2012.276
https://doi.org/10.1007/s40009-014-0280-1
https://doi.org/10.1007/s40010-016-0284-y
https://doi.org/10.1007/s40009-014-0253-4
http://www.ias.ac.in/article/fulltext/sadh/032/05/0521-0533
http://www.ias.ac.in/article/fulltext/sadh/032/05/0521-0533
https://doi.org/10.1109/TPAMI.2006.102
https://doi.org/10.1109/ICIT.2007.62
https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2016.25.1.5

54 Offline handwritten pre-segmented character recognition of Gurmukhi script

[11] U. Pal, T. Wakabayashi, and F. Kimura. Comparative study of Devnagari handwritten character
recognition using different feature and classifiers. In Proc. 10th Int. Conf. Document Analysis and
Recognition ICDAR 2009, pages 1111-1115, July 2009. |doi:10.1109/ICDAR.2009.244.

[12] N. Sharma, U. Pal, F. Kimura, and S. Pal. Recognition of off-line handwritten Devnagari characters
using quadratic classifier. In P. K. Kalra and S. Peleg, editors, Proc. 5th Indian Conf. Computer
Vision, Graphics and Image Processing ICVGIP 2006, pages 805-816. Springer Berlin Heidelberg,
Madurai, India, December 13-16, 2006. doi:10.1007/11949619_72,

[13] D. C. Tran, P. Franco, and J. M. Ogier. Accented handwritten character recognition using SVM
— application to French. In Proc. 12th Int. Conf. Frontiers in Handwriting Recognition ICFHR
2010, pages 65—71, November 2010. |doi:10.1109/ICFHR.2010.16.

[14] X. Wang, V. Govindaraju, and S. Srihari. Holistic recognition of handwritten character pairs.
Pattern Recognition, 33(12):1967—-1973, 2000. doi:10.1016/S0031-3203(99) 002046/

[15] T. Y. Zhang and C. Y. Suen. A fast parallel algorithm for thinning digital patterns. Commun.
ACM, 27(3):236-239, March 1984. |[doi:10.1145/357994.358023,

[16] B. Zhu, X.-D. Zhou, C.-L. Liu, and M. Nakagawa. A robust model for on-line handwritten
Japanese text recognition. International Journal on Document Analysis and Recognition (IJDAR),
13(2):121-131, June 2010. |doi:10.1007/s10032-009-0111-y.

Munish Kumar received his Master’s degree in Computer Science & En-
gineering from Thapar University, Patiala, India, in 2008. He received his
Ph.D. degree in Computer Applications from Thapar University, Patiala,
India in 2015. He started his career as an Assistant Professor in com-
puter application at Jaito centre of Punjabi University, Patiala. Presently,
he is working as Assistant Professor in Department of Computer Applica-
tions, GZS Campus College of Engineering & Technology, Bathinda, Pun-
jab, India. His research interests include Character Recognition and Pattern
' Recognition.

Prof. Manish Kumar Jindal received his Bachelor’s degree in science
in 1996 and Post Graduate degree in Computer Applications from Punjabi
University, Patiala, India, in 1999. He holds a Gold Medal in his Post grad-
uation. He received his Ph.D. degree in Computer Science & Engineering
from Thapar University, Patiala, India in 2008. He is working as Professor
in Panjab University Regional Centre, Muktsar, Punjab, India. His research
interests include Character Recognition.

Machine GRAPHICS & VISION| 25(1/4)d5|[58] 2016. DOI:[10.22630/MGV.2016.25.1.5].


https://doi.org/10.1109/ICDAR.2009.244
https://doi.org/10.1007/11949619_72
https://doi.org/10.1109/ICFHR.2010.16
https://doi.org/10.1016/S0031-3203(99)00204-6
https://doi.org/10.1145/357994.358023
https://doi.org/10.1007/s10032-009-0111-y
https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2016.25.1.5

M. Kumar, M. K. Jindal, R. K. Sharma, S. R. Jindal 55

Prof. Rajendra Kumar Sharma received his Ph.D. degree in Mathe-
matics from the University of Roorkee (Now, IIT Roorkee), India, in 1993.
He is currently working as Professor at Thapar University, Patiala, India,
where he teaches, among other things, statistical models and their usage
in computer science. He has been involved in the organization of a num-
ber of conferences and other courses at Thapar University, Patiala. His
main research interests are statistical models in computer science, Neural
Networks, and Pattern Recognition.

Simpel Rani Jindal received her Ph.D. degree in Computer Science from
Punjabi University, Patiala, India, in 2016. She is working as Associate
Professor in Yadavindra College of Engineering, Talwandi Sabo, Bathinda,
Punjab, India. Her research interests include Character Recognition.

Machine GRAPHICS & VISION] 25(1/4)@5}55] 2016. DOI:[10.22630/MGV.2016.25.1.5].


https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2016.25.1.5




	Acoustic Carpets
	Introduction
	The model
	Split-operator algorithm
	Numerical results
	Conclusion

	Visualization of Nonlocality in Coupled Map Lattices
	Introduction
	The model
	Quantitative characteristics of coupled map lattices
	Numerical results
	Conclusion

	Improved gender classification using Discrete Wavelet

Transform and hybrid Support Vector Machine
	Introduction
	Related work
	Method
	Test and Results
	Conclusion

	Particle effect system

for the needs of a modern video game using the GPU
	Introduction
	Review of competing solutions
	Tasks of the system
	Algorithm
	Data storage
	Conclusion
	Further development

	Offline Handwritten Pre-Segmented Character Recognition

of Gurmukhi Script
	Introduction
	Related work
	Gurmukhi script
	The proposed recognition system
	Data collection
	Digitization and pre-processing
	Proposed feature extraction technique
	Principal Component Analysis
	Classification

	Experimental results and discussion
	Conclusion and scope of future research

	Okladka_1

