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Improved Illumination Correction that Preserves
Medium-Sized Objects

Anders Hast1 and Andrea Marchetti2
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Abstract. Illumination correction is a method used for removing the influence of light coming from the

environment and of other distorting factors in the image capturing process. An algorithm based on the

luminance mapping is proposed that can be used to remove low frequency variations in the intensity,

and to increase the contrast in low contrast areas when necessary. Moreover, the algorithm can be

employed to preserve the intensity of medium-sized objects with different intensity or colour than their

surroundings, which otherwise would tend to be washed out. Furthermore, examples are given showing

how the method can be used for both greyscale images and colour photos.

Key words: illumination correction, luminance mapping, image stitching, image mosaicing,

vignetting.

1. Introduction

Varying illumination in captured images is a common problem in many different areas,
such as Photography, Microscopy and Aerial imaging. Hence different names are used for
both the problem and the remedies across different disciplines. Vignetting (Yu, 2004 [19];
Zheng et al, 2006 [24]) occurs due to different mechanisms (Goldman and Chen, 2005 [20])
that cause brightness falloff away from the image centre, and is prevalent in photography.
The mechanisms are primarily: mechanical-, optical- and natural vignetting (Sidney
2002 [12]). The first one is due to the incoming light being blocked by external objects,
such as filters or lens hoods. Optical vignetting, on the other hand, is due to the
dimensions of the lens, and can be remedied by closing down the aperture. The full
aperture will yield gradual darkening towards the corners, and thus a brighter spot in
the middle. Natural vignetting, or natural illumination falloff, is proportional to the
fourth power of the incoming light angle cosine. The remedy is to use a gradual grey
filter or post-processing, like the method proposed herein, which we will refer to as
Illumination Correction.

Non-uniform illumination, or even dirty lenses and dust (Young, 2000 [9]), cause
problems in Microscopy (Leong et al, 2003 [14]), and the remedying procedure is of-
ten called illumination or shading correction. In Magnetic Resonance Imaging (MRI),
varying shade is known as RF-inhomogeneity or bias (Agus et al, 2007 [25]; Ardizone et
al, 2007 [26]). In Face Recognition, varying illumination is a challenging problem (Guo
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4 Improved illumination correction that preserves medium-sized objects

et al, 2005 [23]; Zhu et al, 2003 [17]) and the remedying method is, besides illumina-
tion correction, also called illumination normalization. The illumination itself is often
referred to as background light. In Mammography, contrast-limited adaptive histogram
equalization (CLAHE) has been used (Puff et al, 1994 [5]). In aerial and satellite photos,
physical lighting also affects relief presentation (Rocchini et al, 2005 [22]; Tzelepis et al,
2003 [16]). However, it is also a problem for image stitching and mosaicing of panora-
mas, where the focus often is put on making the transition from one image to the other
as smooth as possible (Burt and Adelson, 1983 [2]; Levin et al, 2004 [18]; Pérez et al
2003 [15]).

In this paper we will focus on a method that was previously developed for retrospective
illumination correction of greyscale historical aerial photos (Hast and Marchetti, 2011
[30]). The method can be used both for minimizing the change in intensity over the
image and for increasing the contrast in low contrast areas. This is important, as the
contrast is generally lower in high and low intensity areas. We also present an important
enhancement of the method, aimed at preserving the original intensity of medium-sized
objects having intensity different than that of their surroundings. Here by medium-
sized objects we mean objects that are much smaller than uneven illumination varying
across the image, but still much larger than small details in the image. Preservation of
their intensity would otherwise be impossible, as the goal of any illumination correction
method is to minimize the changes in intensity across the image, which will affect such
objects. Furthermore, we show how the new method can also be used for colour images,
and that it will help preserve colours better.

2. Previous Research

There are many methods for illumination correction, each of them tailored to the specific
field where it is used, as mentioned in the introduction. There are many different ways to
handle the problem of varying illumination. One of the first approaches published was to
use a homomorphic filter (Oppenheim et al, 1968 [1]), which takes advantage of the fact
that the intensity in the image can be divided into two components: the illumination of
an object and the amount of light reflected by that object (Pajarez et al, 2005 [21]). A
homomorphic filter uses Fourier transform to remove from the image illumination, which
is characterized by low spatial variations, and to keep reflectance, which is characterized
by high frequency changes. Hence multiplication needs to be converted to addition,
which can be done by taking the logarithm of the functions, as Fourier transform only
can be used when the noise is an additive term. The main disadvantage of this approach
is that it requires the use of image size padding when the image size is not a power of 2,
which can lead to distortions in the boundary regions (ERDAS, 2010 [29]).

Another way to handle the problem (Zhu et al, 2003 [17]) is to model the lighting
change as a local affine transformation (AT) of the pixel value, where the low spatial
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variations caused can be removed using a multi-resolution low pass filter that estimates
the background lighting (Zhu et al, 2003 [17]). A similar approach can be adopted using
a Gaussian filter (Leong et al, 2004 [14]). Others handle the background light using a
reference picture acquired in a controlled environment with known lighting conditions
and a white object (Yu, 2004 [19]). This is, of course, not always possible, especially in
retrospect. Yucong et al (Yucung et al 2005 [23]) use histogram equalization combined
with ICR (Illumination Compensation based on Multiple Regression Model) (Ko et al,
2002 [11]), which aims at finding the plane that best fits the intensity distribution in the
image using a multiple regression model. Then this plane is used to remove illumination
of face images.

Local Range Modification (LRM) (Fahnestock and Schowengerdt, 1983 [3]) finds in-
terpolated minimum and maximum pixel values in a neighbourhood (contextual region),
and stretches them to the desired range. Similarly, the contrast-limited adaptive his-
togram equalization method (CLAHE) (Pizer et al, 1987 [4]) stretches the histogram
in its contextual region. This improves the image in such way that the contrast is en-
hanced. In microscopy (Yuong et al, 2000 [9]) make use of both homomorphic filters
and morphological filtering, which yields an estimate of the background illumination
employed to correct images. Others have developed methods for finding the vignetting
function from a single image (Zheng et al, 2006 [24]) or from multiple images, with or
without the response curve (Goldman and Chen, 2005 [20]). Wavelet-based approaches
for image and contrast enhancement are also popular (Reeves and Jernigan, 1997 [8]),
and can be used to enhance contrast in digital mammography (Laine et al, 1995 [7]). Yet
others make use of a combination of methods, such as wavelets and the homomorphic
filter (Ashiba et al, 2008 [27]; Yoon and Ro, 2002 [13]).

3. The Proposed Method

A part of the proposed method was recently presented as a poster (Hast and Marchetti,
2011 [30]). Here we present the novel idea of preserving medium-sized areas with different
intensity, and show how the new method can be used for colour images.

3.1. The Main Idea

The main idea of the previous paper was to use the luminance mapping (Hertzmann et al,
2001 [10]), which is usually employed in colour correction (Vrhel and Trussel, 1994 [6]).
Here a linear map is applied that matches the means and deviations of luminance dis-
tributions, i.e. the intensity. If A(x, y) is the luminance of a pixel in image A, then it is
remapped using the distribution of image B:

A(x, y) =
σB

σA
(A(x, y)− µA) + µb . (1)
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6 Improved illumination correction that preserves medium-sized objects

Fig. 1. The image on the left contains an obvious shading artefact, visible as intensity falloff
away from the centre. The diagram on the right shows a cut section taken in the middle
depicted in blue, and the local mean – in red.

where µA and µA are the mean luminances, and σA and σB are the deviations of the
luminances, both taken with respect to the luminance distributions in A and B, respec-
tively. The result of such remapping, if applied to all three colour channels, is that image
A will have colours looking similar to those in image B.

Let us take as an example the image of the checkerboard on the left of Fig. 1, which
has an obvious intensity variation. Looking at the horizontal cut section taken from the
centre and depicted on the right, we can see the intensity variation over the cut. The
local mean is the red curve that runs along the centre of the curve. If the local mean is
translated to the global mean, i.e. transforming the curve to a line, then a major portion
of the varying light is removed.

A low-pass filter is used to remove an estimate of the illumination that contains the
lowest frequencies in the image, and thus an approximation of the local mean µA. This
is done by using a Gaussian filter (3) modified in such a way that it also compensates for
the borders. The trick of the trade is to divide the result by a likewise smoothed image
that before the smoothing contained the intensity 1.0 everywhere. The smoothed image
will hence contain 1.0 everywhere except at the borders, where the values will be lower –
and this will compensate for the corresponding effect in the input image. Nevertheless,
the mask must be quite large, up to the input image size.

Since the illumination is computed using very large Gaussian masks, this approach
becomes impractical even with modern computers for very large photos. In the case of
historical aerial photos, we use images of sizes up to 5000×6000 pixels, and the mask
can be just as large. Nonetheless, it is still possible to compute the illumination using a
downscaled version h of the captured image H, which is therefore blurred much faster,
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and then is resized to its original size. Since the result will be a heavily blurred image
containing smooth and slow variations, an interpolation of such image will affect the
result very little. The local mean is hence computed as a Gaussian filtered image using
the convolution:

µa(x, y) = G ∗ h(x, y) (2)

where

G(x, y) =
1

2πσ2
e−(x2+y2)/2σ2

. (3)

The width of the distribution used to delimit the low frequencies is determined by σ.
The larger the value of σ, the greater the smoothing effect. The resulting blurred image
will be very close to what the full scale Gaussian filter would produce, and will not be
detrimental to the final quality, as long as the downscaling is reasonable. However, it
should be mentioned that in Figs. 1 and 2 the scale factor of 1 was used, i.e. there was
no downscaling at all.

In the next step, the local deviation σA is computed as the Gaussian blurred absolute
value of the difference between the downscaled image h and µa:

σa(x, y) = G ∗ |h(x, y)− µa(x, y)| . (4)

The local deviation σA is computed by upscaling σa bilinearly to the full size. The
illumination-corrected image Ȟ is computed as:

Ȟ(x, y) =
σ

σA(x,y)
(H(x, y)− µA(x, y)) + µ . (5)

Here σ is computed as the mean of σa, i.e. the mean variance in the whole downscaled
image, and µ is the mean of µa, i.e. the overall mean intensity of that image. This
equation is used in three steps with the same size of the Gaussian kernel for computing
Eqs. (4) and (5). The result is shown in Fig. 2. The proposed contrast enhancement
using the luminance mapping yields a straightened curve, where the amplitude is almost
the same along the whole curve and the shading artefact is removed from the image.

The proposed method yields satisfactory results for images containing textures with
small variations, even if they are quite drastic, as the checkerboard in Figs. 1 and 2.
However, if the image contains medium-sized objects with different intensity than their
surroundings as in Fig. 3 (left), then the result obtained using the method as explained
so far will be quite disappointing, as shown to the right. The black and white squares
(medium-sized objects) tend to get the same grey intensity as their surroundings, and
give the impression of being washed out.

Fig. 4 shows on the left a cut section of the same image as that on the left in Fig. 3.
A Gaussian filter is used to compute the mean, depicted in red, using different σ’s in
the top and bottom rows. The corresponding results of the compensation are shown
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8 Improved illumination correction that preserves medium-sized objects

Fig. 2. The image from Fig. 1 and the cut section after applying the proposed algorithm. The
low frequency has been removed, and the contrast – enhanced.

Fig. 3. The image on the left contains, except for vignetting, also one black and one white
object. As seen to the right, these will be washed out, since with the original version of
the proposed algorithm they tend to get the same intensity as the rest of the image.

on the right. Obviously, the result shown in the top row has lower variation along the
whole curve. However, in the lower row the black object is preserved much better, even
if the curve is not so straight elsewhere as in the top row, i.e. some illumination remains.
Hence a solution is needed that gives us the best of both cases.

The new idea is to incorporate a band pass filter in the original approach, which
temporarily diminishes the objects having different intensity by simply removing them
from the original image. Hence, what is done is actually band rejection, following which a
low pass filter is used to remove the varying intensity in the image. Finally, the objects are
reinserted by simply adding the band pass-filtered image. This process is also repeated
using different mask sizes for the low pass filter, like in the original approach. The band
pass filter will therefore be chosen depending on the size of the objects that are to be
preserved.

Fig. 5 shows how the image in Fig. 3 (left) is band pass-filtered (top left), and the
original image is suppressed (top right) by the band pass image. The lower left picture
shows the result after one iteration, where the low pass-filtered image is enhanced by
the band pass image. Clearly, it has lower intensity variation, and the black and white
squares are better preserved. Nevertheless, as there is some small variation across the
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Fig. 4. On the left there is a cut section of the image that cuts through the black square. The
average is depicted in red, using Gaussian filters with different values of σ. The corrected
curves are shown on the right. The top curve has a lower variation over its whole length.
The bottom curve preserves the black square, but is more bent elsewhere compared to
the top one.

band pass-filtered image, the whole process needs to be repeated, just like in the original
method. The result after three iterations is shown on the upper right. The varying
illumination has been removed, and the objects are preserved.

In our tests we used a band pass filter known as a difference of a Gaussians filter
(DOG) (Russ 2011 [31]). It is constructed as the difference of two Gaussian low pass
filters with different values of σ. Hence it yields an image that contains medium-size
objects, but also removes a major part of low variations in the image, as well as high
frequency details. Together with increasing the contrast in low-contrast regions, the
algorithm will also decrease the contrast in the areas where it is already high. Hence it
is often necessary to avoid contrast enhancement in those areas. This can be easily done
by not allowing σA to exceed some predefined percentage of σB . In this manner, we can
adjust the image to obtain the desired result.

3.2. Repeating and Halving

It was found earlier that repeating the algorithm a couple of times using different σ’s
gave a more pleasing result, and this is still true for our new approach. At first, such
a method was applied only because it helped preserve medium-sized objects of different
intensities, but it turned out to have a rather small impact on such objects. What is more
important is that it helps remove low frequency variations in a better way, especially

Machine GRAPHICS & VISION 23(1/2):3–20, 2014. DOI: 10.22630/MGV.2014.23.1.1 .

https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2014.23.1.1


10 Improved illumination correction that preserves medium-sized objects

Fig. 5. The result of the band pass filter is shown on the upper left (scaled to the [0..1] range),
and the result of its adding to the input image – on the upper right. The lower left picture
shows the result of one step of the previously explained illumination correction, involving
the removal of the band pass-filtered image. Clearly, the fields are not suppressed and
the shading is corrected; however, more cycles are needed to give the desired result,
which is shown on the lower right.

when increasing the contrast, than using a mask of the same size one or several times,
as shown in Fig. 6. There is nothing that prevents us from repeating the method fewer
or more times than three. However, empirical tests have established that three times
are often good enough, and that more iterations do not improve the result much. In
any case, this approach needs to be used when preserving medium-size objects, as the
band pass-filtered image contains some small variations. Repeating the process gradually
eliminates these variations. It has been noted that halving of the mask gives both less
distortion and fewer problems at the image edges. Moreover, it has been found that
doubling of the mask size from size a to b gives an almost identical result as halving the
size from b to a. In the method presented here we have chosen to halve the mask size in
each step.

3.3. Scaling

The original approach proposed that both the local mean and the deviation be obtained
by a Gaussian filter, where both can be computed from downscaled versions of the orig-
inal image, and then upscaled by bilinear (or bicubic) interpolation. This will decrease
computation time substantially, as Gaussian convolution is computationally expensive;
however, it will not affect the result for moderate downscales.
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Fig. 6. A close-up of the curves obtained using different techniques for removing the low frequen-
cies and increasing the contrast. The blue curve is the proposed method, which includes
repeating the process three times while halving the mask size. The green curve is the
result of using the same mask size three times. It is generally more bent at the tops and
bottoms, where it should be straight. The red curve is the result of one iteration only,
and it is straighter at the tops and bottoms, but decays too rapidly at the image edges.

Fig. 7. A comparison of a cut section in the blurred image, using a scaled image (200×200, green
curve) for Gaussian convolution and the full image (2048×204, blue curve). Usually, the
difference is negligible for reasonable scales. Left: full graph; right: close-up of its central
part.

As shown in Fig. 7, the difference between blurring a smaller image using Gaussian
convolution and then interpolating it to full scale compared to blurring the full scale
image directly is negligible. The reason is that the blurred image becomes smooth, and
interpolation of a smooth curve still yields a smooth curve as long as the scale is not
too large. Nonetheless, Gaussian convolution is time-consuming and, for instance, the
use of the full size image took ten times more time to compute in our implementation
of the algorithm than scaling each side by four (13.0 s compared to 1.3 s for a 800×800
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Fig. 8. A cut section of the image that intersects the black square. The red curve is the original
image with a clearly visible illumination artefact. The blue is the illumination-corrected
image, where the curve is much more straight.

image). Hence the proposed method of working with downscaled images is an important
improvement when it comes to computational cost, while still maintaining the quality.

The result of using the proposed algorithm for the artificial image in Fig. 3 (left)
is shown in Fig. 8. The red curve is a cut plane of the image in Fig. 3 (left), and the
blue curve is a cut plane of the resulting image (Fig. 5, bottom right). The blue curve
is straighter, which means that illumination has been removed, while the object is still
preserved.

4. Results

Let us examine some results and possibilities of using the proposed method for illumi-
nation correction. Fig. 9 shows a historical photo of the river Arno and the west part of
Pisa taken during WW-II.

In the top row there are some cropped original photos with different degrees of
uneven illumination. The photos in the middle row have been processed with the original
method. Both the large, bright field in the leftmost image and the dark field at the top
of the rightmost image, as well as the river, have become greyish and are washed out.
One can also note a ripple effect on a thin line outside the borders of the field and the
river, which is a bit darker outside the field and a bit lighter outside the river. In the
bottom row, the new approach is used. As a result, both the field and the river now
have more accurate intensity, and the ripple effect is no longer visible.

4.1. Colour Images

Figure 10 shows some results of applying the proposed method to colour images. The
leftmost image in the top row shows a wall, and the proposed method was applied to
the V component of the image transformed to the HSV space (Sonka, 2008 [28]). This
allowed for working solely on the image intensity, regardless of the colour. The said
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Fig. 9. ©MiBAC-ICCD, Aerofototeca Nazionale, fondo RAF. A series of historical photos of
Arno close to Pisa taken during WW-II in the top row, showing different degrees of
uneven illumination. In the middle row, the original method is used to correct the
lighting. Both the large fields and the river are washed out, and their borders also show
a ripple effect. In the bottom row, the new approach is used. Both the fields and the
river have more accurate intensities, and the ripple effect is no longer visible.
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Fig. 10. ©Anders Hast. Top row, from left to right: Wall in Pisa, its uneven illumination, wall
corrected using the original method (HSV, V only), band pass image, corrected using
the new method (HSV, V only). Middle row, from left to right: Cake, corrected using
the new method (HSV, V only), corrected using the new method (RGB). Bottom row,
from left to right: wall with small intensity variation, corrected with the original method
(RGB), with the new method (RGB), and again with the new method (HSV, V only).

image contains very little variation in illumination, as seen in the next image to the
right. The subsequent image to the right shows the result of using the original method,
and we can see that the whiter parts of the stone texture have become grey and dull.
With the new method, these whiter parts become separated (the second image to the
right). They are used for compensation according to the proposed method, and the
result is the rightmost image. The middle row shows a cake in a rather large variation
of illumination. Since the upper part is close to black, the conversion between RGB
and HSV yields an undetermined colour, and the upper corners in the image are not
represented correctly. The image to the right is processed on all three colour channels
(RGB) directly. Now the upper corners of the image are represented correctly, and the
result is better.

In the bottom row there is a wall with low intensity variations (left). When working
on RGB with the old method, we obtain incorrect colours, as can be seen in the next
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Fig. 11. ©Anders Hast. Left: Sunset on the beach. Right: image corrected using the new
method (RGB). The beach is now more visible, while the sky has become darker.

image to the right. The dark iron bar, as well as the white part of a brick, both marked
by blue circles, tend to become reddish. In the first image to the right the new method
has been used for RGB, while in the second image to the right the new method has been
employed to process the V part of HSV. The results for the latter two are very similar,
and the colours in the mentioned critical parts are obviously better represented. The
choice of the method is determined by the amount of colour information present in the
image. If there are parts which are close to either black or white depending on uneven
illumination, then working on all three colour channels (RGB) is necessary; otherwise
the alternative yielding the best results can choses.

The new method can also be used to attenuate parts of an image that are very
dark, and where the details are barely visible. Hence the proposed method need not be
used just for normalizing the illumination in the whole picture, and can be employed
for processing images to obtain other effects. Figure 11 shows (on the left) a photo of
a sunset, where the chairs on the beach are barely visible. To the right there is the result
of processing each colour channel separately. Now the chairs are clearly visible, and the
method allows for enhancing the contrast so that the image seems to have been taken
in much stronger light than there actually was. The drawback is that the sky becomes
darker, as the algorithm tries to equalize the differences in illumination. This can easily
be handled by interpolating between the images to obtain a desirable result.

5. Discussion

When using the proposed method in practice, the user must provide some parame-
ters. Scaling was briefly discussed in 2.3, and can make the whole process a lot faster.
Nonetheless, the scale factor cannot be too large. For example, the scale factor of 10
is almost 60 times faster (2.4 s in matlab) in our implementation than the scale factor
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of 1 (151 s in matlab) for the rightmost photo in Fig. 9. However, the mean difference
between the images is less than 0.08%, and is not noticeable in their visual inspection.
Nevertheless, we propose that the scale parameter be set as low as possible while still
giving acceptable total computational time.

The number of iterations was discussed in Section 2.2, and the value of 3 was used for
the images we have tested, even if the difference sometimes was very small when using
just one or two iterations. Nonetheless, the tests indicate that four or more iterations
do not give any visible improvement, and therefore we have used the default value of 3
in our tests.

Other parameters are the σ’s for the low and band pass filters discussed in Section
2.1. The first must be set depending on how much of the image is occupied by uneven
light. In our experience, this is quite similar for most of the images in a set of aerial
images taken during one flight, so a default parameter can be chosen for the first image,
and then reused for the others. The second σ depends on the size of the medium-sized
objects to be preserved. As this can vary a lot from image to image, the user must keep
adjusting this parameter until the output image looks good.

Moreover, we have added a parameter that increases the negative amplitudes of the
band pass filtered image, and another one that increases the positive amplitudes. In
this way, we can choose to what extent the white and black objects shall be preserved,
respectively. These two parameters should also be gradually changed by the user until a
satisfactory image is obtained. If there are no medium-sized objects, these parameters
are set to zero, and should therefore be default values.

What happens if the presented method is applied to an image that has very little
illumination differences, or perhaps even none? The image should, of course, remain
more or less unchanged, as shown in Fig. 12 in the top row. The input image to the
left is processed by the method with the previously mentioned parameters set to zero.
Once again, we get the washed-out appearance of the medium-sized objects in the middle
image. To the right, both these parameters are set to 1.0. A cut section through the
image running through the black object is shown at the bottom, where the left (input
image) is the blue curve, the middle image (corrupted) is the green curve, and the
rightmost image is represented by the red curve, which is close to the blue curve. The
reason why it is not identical to the blue curve is that the band pass filter cannot extract
the objects perfectly. We have not tried to find the best band pass filter in this paper,
but rather to show the main idea. The filter used was a simple DOG filter, and we are
aware that other band pass filters might give an even better result.

It should be noted that the checkerboard test image is rather extreme in view of its
square pulse content, compared to aerial photos which contain more variations. Figure 13
shows a cut section (going downwards from the top) of the rightmost image from the top
of Fig. 9. The top graph, where the uneven illumination is clearly visible, represents the
original image. The middle graph shows the result of applying the original method with
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Fig. 12. Top: An image with perfectly even illumination is shown on the left, while the middle
and rightmost images show the results obtained after processing it with the considered
algorithm for different settings of the parameters affecting preservation of medium-sized
objects. Bottom: The images from left to right are represented by blue, green and red
curves, respectively, which show a cut through the black object. The left and right
images become very similar, as indicated by the blue and red curves.

no preservation of medium-sized objects. That image is depicted in Fig. 9, on the right
in the middle row. The overall illumination is improved, which can be seen by comparing
the blue line with the red line (inserted for the sake of comparison). The bottom graph
shows the result of applying the new method (the output image can be seen in Fig. 9,
on the right in the bottom row). We can see there how the river Arno, represented by
the low flat area to the right, is now much darker compared to the original method.
The green line has been inserted to make the comparison easier, and the dark river now
cuts through the green line, while it was lifted up by the original method. We can also
note that the darker field at the top of the input image has becomes a bit darker after
applying the proposed method, just as it should (see the leftmost part of the curve).
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Fig. 13. Top: a cut section of the original image (see Fig. 9 on the right). Middle: the same
cut section after applying the original method. Bottom: The proposed method has been
applied, and the river (flat area to the right) is darker, as it should be, i.e. it is not lifted
up above the inserted green reference line.

The difference between the middle and bottom curves might seem very small, but
the difference in appearance is really noticeable in Fig. 9. We can also note that the
sides of the river are not lifted up in the bottom curve as much compared to the red line
as is the case in the middle curve. Hence, the annoying ripple effect is removed by the
new method. This ripple effect is more visible in the image on the left in Fig. 9, where
it is noticeable as a darker edge around the whiter field.

Finally, we have used one parameter to avoid contrast enhancement in already high
contrast areas, as described at the end of section 3.1. Hence there are a number of
parameters to be adjusted by the user. However, they can be set to standard default
values, as explained, making it easy for the user to then adjust them in order to obtain
an optimal image.

The proposed method is relatively fast in matlab (2.4 s for a scale factor of 10 and
3 iterations for the leftmost image in Fig. 9). However, a GPU implementation would
make it possible to adjust parameters more or less in real time even for such large images
as we have used here, making it suitable also for commercial applications.
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6. Conclusions

The proposed algorithm uses luminance mapping for illumination correction by com-
puting the local mean and deviation. These are obtained by Gaussian filtering, which
is a computationally costly process. Therefore, we have proposed to carry out these
operations on downscaled versions of the input image. The resulting blurred images
are subsequently upscaled to full size with little loss of accuracy. Large objects in the
images, having a different intensity than their surroundings, are removed by band pass
filtering in order to avoid their washing out, which is what illumination correction gen-
erally does. They can be preserved by removing them before correction and adding
afterwards. By iterating this process more than once, including removing, correction
and adding, a better result is obtained as the band pass filtered image tends to contain
some low variations. Several examples shown in the paper prove that the method can
be used for both gray scale and colour images with good results.
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Abstract. The paper describes a method of partitioning a cylinder space into three-dimensional sub-
spaces, congruent to each other, as well as partitioning a cone space into subspaces similar to each
other. The way of partitioning is of such a nature that the intersection of any two subspaces is the
empty set. Subspaces are arranged with regard to phyllotaxis. Phyllotaxis lets us distinguish privileged
directions and observe parastichies trending these directions. The subspaces are created by sweeping
a changing cross-section along a given path, which enables us to obtain not only simple shapes but
also complicated ones. Having created these subspaces, we can put modules inside them, which do not
need to be obligatorily congruent or similar. The method ensures that any module does not intersect
another one. An example of plant model is given, consisting of modules phyllotaxically arranged inside
a cylinder or a cone.

Key words: computer graphics, modeling, modular model, phyllotaxis, cylinder partitioning, cone
partitioning, genetic helix, parastichy.

1. Introduction

Phyllotaxis is the manner of how leaves are arranged on a plant stem. The regularity of
leaves arrangement, known for a long time, still absorbs the attention of researchers in
the fields of botany, mathematics and computer graphics. Various methods have been
used to describe phyllotaxis. A historical review of problems referring to phyllotaxis is
given in [7]. Its connections with number sequences, e.g. Fibonacci sequence, and with
problems of symmetry, the golden ratio and logarithmic spiral have been discussed in
a number of papers. A few theories of biological processes and biomechanical phenomena
resulting in appropriate phyllotactic patterns were put forward ([9–14]). Douady and
Couder [2, 5] showed that phyllotactic patterns similar to those observed in botany can
also emerge as a result of activity of other physical processes. This approach is continued
in [16], where a magnetic cactus is presented. The influence of basic parameters on a kind
of phyllotactic pattern of both theoretical models and real plants is described in [4, 15].
The paper [8] contains a uniform description of spiral, jugate and whorl patterns on the
basis of Helmholtz equation. Papers [1,3] present an application of phyllotactic patterns
to plant modeling in computer graphics. The website [17] shows that phyllotaxis can
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be an inspiration for architects. The aim of this paper is to propose a new method of
constructing objects being a set of modules arranged inside a cylinder or a cone in such
a manner that they satisfy the rules of phyllotaxis. The modules are analogs of leaves
and for this reason they cannot intersect. In order to obtain the appropriate result,
a conception of subspaces is introduced. The subspaces fill to capacity the space of
a model. Each subspace can contain exactly one module. The subspaces are obliged
to satisfy appropriate conditions in reference to other subspaces while modules being
analogs of leaves should be in appropriate relations, each to its own subspace.

In Chapter 2, fundamental conceptions referring to phyllotaxis are introduced, such
as genetic helix or parastichy. In Chapter 3, the flat model of two- and three-directional
phyllotaxis is introduced. Chapter 4 describes phyllotaxis on cylindrical and conical
surfaces. Chapter 5 describes partitioning the interior of a cylinder and a cone. In
Chapter 6, a method of arranging modules using subspaces is presented and Chapter 7
contains a conclusion.

2. Genetic helix and parastichies

To describe phyllotaxis, an arrangement of modules on a cylindrical surface of the radius
R is often studied. The cylinder axis lies on the z axis of the coordinate system. As
a result of the growing process, the module i+ 1 emerges on the surface of the cylinder
in such a manner that it is rotated by a fixed angle ∆α and moved by a fixed distance
∆z along z axis, both in reference to the module i.

Let i = 0, ±1, ±2,... Knowing the origin coordinates of the module i, i.e. its angle αi

and its axis position zi we can calculate the position of the next point from the equations:
αi+1 = αi +∆α, zi+1 = zi +∆z, so that we obtain a sequence of points Q = {qi} lying
on a helix. We call this helix a genetic helix and ∆α—an angle of divergence [7].

Let a natural number N be given. Having the sequence Q, create a subsequence QN
j ,

(j = 0, 1,... N − 1), choosing elements qj , qj±N , qj±2N ,... Connect these points using
a line being a helix. We call this helix parastichy of the order N and mark them with
a symbol PN

j .
If two numbers N1 and N2 (N1 ̸= N2) are given instead of the number N , then we

can study two sets of parastichies {PN1
j } and {PN2

k } , where j = 0, 1,... N1 − 1 and
k = 0, 1,... N2− 1. Parastichies belonging to the same set do not intersect in opposition
to parastichies belonging to different sets, as the latter ones intersect in certain points
of Q.

Figure 1(a) represents a genetic helix, Fig. 1(b) and 1(c) show two examples of sets
{PN1

j } and {PN2
j } and Fig. 1(d) shows an example of three sets of parastichies.

One can cut open the cylindrical surface and study the genetic helix in a two-
dimensional space S<αζ>, i.e. in a space with the coordinate system Oαζ, where
α ∈ ⟨−π, π) and ζ ∈ (−∞,+∞). In this case α is the angle and ζ stands for z. On
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Fig. 1. Genetic helix (a) and parastichies belonging to sets: (b) {P 3
j }, {P 5

k }, (c) {P 3
j }, {P 8

k }, and (d)
{P 3

j }, {P 5
k }, {P

8
l }.

Fig. 2. The genetic helix on the cut open and unrolled cylinder surface.

a conical surface, the dependence of z upon ζ is slightly more complicated, which is
described in Chapter 4.

In the case of two-dimensional space S<αζ>, the genetic helix and parastichies change
into sets of line sections moved along the z axis by a constant value [1].

3. Flat model of phyllotaxis

In order to define a genetic helix in the space S<αζ>, we need two parameters ∆α and
∆ζ. We calculate coordinates of points qi using equations:

αi = ∆α i− 2πk,
ζi = ∆ζ i,

where k: αi ∈ ⟨−π, π) and i = 0, ±1, ±2,...
The genetic helix for ζ ≥ 0 is shown in Figure 2. Notice that the genetic helix passes

through the point q0 of coordinates (α, ζ) = (0, 0).
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Fig. 3. The space with parastichies belonging to sets: (a) {P 3
j }, {P 5

k } and (c) {P 3
j }, {P 5

k }, {P
8
l } and

partitioning the space into parallelograms and hexagons.

Figure 3(a) shows parastichies belonging to sets {PN1
j } and {PN2

k } where N1 = 3
and N2 = 5. For each parastichy of the order N ≥ 3, it is possible to show two
parastichies belonging to the same set and being in neighborhood with it. In this figure,
we see that the parastichy P 5

0 is a neighbor of P 5
2 and P 5

3 . In accordance with two
directions constituted by two sets of parastichies one can divide the space S<αζ> into
parallelograms of identical shapes and orientations filling all the space (Figure 3(b)).
The parallelograms, due to their contact by their sides, create strips in accordance with
the parastichies directions. We call such partitioning a two-directional one.

Analogically, we can consider three sets of parastichies {PN1
j }, {PN2

k } and {PN1+N2

l }.
Such case was studied in [1]. The set {PN1+N2

l } states the third direction, as it is shown
in Figure 3(c) for the sets {P 3

j }, {P 5
k } and {P 8

l }. Then we can divide the space into
hexagons of identical shapes and orientations completely filling it out. In Figure 3(d)
we can observe strips parallel to these three directions and so we call such partitioning
a three-directional one.

Instead of {PN1+N2

l } we can take into account the set {PN1−N2

l } (N1 −N2 ≥ 1) [1],
but that case can be easily reduced to the case described above.

Below, we study two- and three directional partitionings into areas of identical shapes
and orientations, but we do not demand their sides to be sections of straight lines.

Firstly, we will consider a three directional partitioning. Let there be given the point
qi lying in the place, where parastichies PN1

j , PN2

k and PN1+N2

l intersect. We also
consider points lying on neighboring parastichies, namely qi+N1

, qi+N2
, and qi+N1+N2

.
Assume that the point qi is associated with two points v<1>

i , v<2>
i and with a line

Li consisting of three open line segments L<1>
i , L<2>

i and L<3>
i , as it is shown in Fig-

ure 4(a). These line segments can be fragments of straight lines, curves or polylines. We
assume below that for each two points qi1 and qi2 these lines are congruent in couples:
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Fig. 4. Example of (a) three-directional partitioning and (b) two directional one.

L<1>
i1

≡ L<1>
i2

, L<2>
i1

≡ L<2>
i2

, L<3>
i1

≡ L<3>
i2

. (1)

From this assumption it appears that v<1>
i = v<2>

i−N2
and v<2>

i = v<1>
i+N2

.
The segments L<1>

i , L<2>
i and L<3>

i together with L<1>
i+N2

, L<2>
i+N1

and L<3>
i+N1+N2

limit a certain area. We denote the interior of this area with Ei. Using Ei, we can
define a set Ei, which will be helpful in the next part of this paper:

Ei = Ei ∪ L<1>
i ∪ L<2>

i ∪ L<3>
i ∪ {v<1>

i } ∪ {qi}.
The areas constructed in this manner are congruent, which results from Eq. (1) (of

course, if one takes into account periodicity of the surface in relation to α). Moreover,
none of these areas overlap each other and all of them fill the space S<αζ> completely.

One can understand a two directional partitioning as a particular case of a three
directional one, where the length of the segment L<3>

i has been reduced to null. Then
v<1>
i = qi, v<2>

i = qi+N2
etc., so Ei is enclosed by segments L<1>

i , L<2>
i and L<1>

i+N2
,

L<2>
i+N1

.
Reducing the length of L<3>

i to null causes the direction stated by parastichies from
the set PN1+N2

l to become more difficult to observation, as particular areas contact with
each other not along a line but only in one point. For example, areas Ei and Ei+N1+N2

are in contact not along L<3>
i+N1+N2

but only in the point qi+N1+N2
(Fig. 4(b)).

4. Phyllotaxis on a cylindrical surface and on a conical one

Below, we describe a cylindrical surface as a space in the coordinate system Oxyz and
mark it by S<xyz>

cyl . Similarly we mark a conical surface in the system Oxyz by S<xyz>
cone .
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Fig. 5. Side view of a cone; there are shown cross-sections for various values of ζ.

If a point q(α, ζ) ∈ S<αζ> is given, then we can calculate the coordinates of its
equivalent in the space S<xyz>

cyl using the following formulas:

x = R cosα, y = R sinα, z = Zζ, (2)

where R and Z are predefined.
Analogically, we can calculate coordinates of q(α, ζ) in the space S<xyz>

cone using the
formulas:

x = Rqζ cosα, y = Rqζ sinα, z = Zqζ , (3)

where R, Z and q are predefined.
After applying Eq. (2), the space S<αζ> transforms into a cylindrical surface having

the following properties:
(1) For ζ ∈ (−∞,+∞) z ∈ (−∞,+∞) and if ζ = 0, then z = 0.
(2) A cross-section of the cylinder surface is a circle of the radius R.
On the other hand, after applying Eq. (3), the space S<αζ> transforms into a cone

surface. Their properties are as follows:
(1) For ζ ∈ (−∞,+∞) z ∈ (0,+∞) and if ζ → −∞, then z → 0.
(2) If ζ = 0 we obtain a cross-section being a circle of the radius R located on the

plane z = 1.
(3) If ζ = 1 we obtain a cross-section being a circle of the radius Rq located on the

plane z = q (Fig. 5).
Let us study two areas in the space S<αζ> described in Chapter 3. We denote them

by Ei1 and Ei2 . We know that Ei1 ≡ Ei2 (where ≡ is a symbol of congruency) and that
they have an identical orientation. It means that there exists a translation described by
two constants cα, cζ such that if a point p<1>(α1, ζ1) ∈ Ei1 exists, then there also exists
the point p<2>(α2, ζ2) ∈ Ei2 described by the equation:

p<2>(α2, ζ2) = p<1>(α1 + cα, ζ1 + cζ).
After transforming p<1> and p<2> into the space S<xyz>

cyl by Eq. (2), we obtain p<1>
cyl =

(R cosα,R sinα,Zζ) and p2
cyl = (R cos(α + cα), R sin(α + cα), Z(ζ + cζ)). This means

that p<1>
cyl ≡ p<2>

cyl (are congruent), which in this case is a superposition of translation
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Fig. 6. Covering a cylindrical surface with congruent sets and a conical surface with similar ones; the
sets of each kind completely cover their respective spaces.

along the z axis by cζ and rotation by an angle cα. It is evident that the mentioned sets
are also congruent in the space Sxyz

cyl , which we write down as Ei1 ≡ Ei2 .
After transforming these same points p<1> and p<2> from S<αζ> into Sxyz

cone by
Eq. 3), we obtain p<1>

cone = (Rqζ1 cosα1, Rqζ1 sinα1, q
ζ1) and p<2>

cone = (Rqζ1+cζ cos(α1 +
cα), Rqζ1+cζ sin(α1 + cα), q

ζ1+cζ ). So we see that p<1>
cone ∼ p<2>

cone , where ∼ stands for
similarity, which in this case is a result of superposition of scaling with the scale factor
qcζ and rotation by an angle cα. It appears that, for S<xyz>

cone , Ei1 ∼ Ei2 . Using Eq. (3)
results in complete covering the cone surface S<xyz>

cone with similar areas (Fig. 6).

5. Partitioning the interior of a cylinder and a cone

Let us introduce a three-dimensional space S<αζρ>, which is understood as a generaliza-
tion of S<αζ>. This allows us to consider S<αζ> as a cross-section of S<αζρ> for a given
ρ, namely S<αζ>(ρ). Similarly, as it was described in Chapter 3, we divide the space
S<αζ>(ρ) into sets Ei(ρ) using the genetic helix (passing through the point q0(ρ)). As
q0(ρ) is dependent on ρ, it means that appropriate parastichies and segments of lines
being borders of the areas Ei(ρ) are dependent on ρ too. We express that by using the
notation L<1>

i+N2
(ρ), L<2>

i+N1
(ρ) and L<3>

i+N1+N2
(ρ).

The dependence of q0(ρ) on ρ implies that the set {q0(ρ)} is a segment of a certain
line, which we call a path. For a given {q0(ρ)}, segments of lines describing borders of
E0(ρ) are denoted by L<1>

N2
(ρ), L<2>

N1
(ρ) and L<3>

N1+N2
(ρ), because i = 0.

Taking into account how the points qi(ρ) depend on q0(ρ) we notice that for each
i1, i2 ∈ {0,±1,±2, ...} and for a fixed ρ the paths {qi1(ρ)} and {qi2(ρ)} are congruent,
which we show by using the notation {qi1(ρ)} ≡ {qi2(ρ)}.

Consider the set of points V <αζρ> ∈ S<αζρ>, defined as follows: α ∈ ⟨−π, π), ζ ∈
(−∞,+∞), ρ ∈ (rmin, rmax⟩ (Fig. 7(a)). Let us divide V <αζρ> into subsets V <αζρ>

i ,
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Fig. 7. From left: sets V <αζρ>, V xyz
cyl and V xyz

cone.

which are further referred to as subspaces. Each subspace is defined as follows:

V <αζρ>
i =

⋃
ρ∈(rmin,rmax⟩

Ei(ρ) (4)

This equation shows that Ei(ρ) is a cross-section of V <αζρ>
i for a given ρ. Taking

into account the congruency of Ei(ρ), we see that subspaces V <αζρ>
i are congruent

too, completely fill S<αζρ> and do not intersect each other. In fact, in order to create
V <αζρ>
i , we simply sweep a variable cross-section Ei(ρ) along a path {qi(ρ)}. This

manner of description of three-dimensional solids is known in computer graphics as
sweep representation [6].

Below, we consider a transformation of points q(α, ζ, ρ) ∈ V <αζρ>
i into the space

S<xyz>
cyl or S<xyz>

cone , respectively, in accordance with the following equations:
for a cylinder

x = ρ cosα, y = ρ sinα, z = Zζ (5)

and for a cone
x = ρqζ cosα, y = ρqζ sinα, z = Zqζ (6)

In the space S<xyz>
cyl , the set V <αζρ> obtains a shape of a drilled cylinder, which

is marked by the symbol V <xyz>
cyl (Fig. 7(b)), while in the space S<xyz>

cone , it obtains
a shape of drilled cone which is marked by V <xyz>

cone (Fig. 7(c)). Subspaces being results
of transformations V <αζρ>

i are marked by V <xyz>
cyl,i and V <xyz>

cone,i .

Figure 8 represents a space V <αζρ>
i in the case when L<1>

i (ρ), L<2>
i (ρ) and the path

{q0(ρ)} are segments of straight lines. Moreover, two corresponding subspaces: V <xyz>
cyl,i

and V <xyz>
cone,i are shown. Figure 9 explains how the subspaces V <xyz>

cyl,i and V <xyz>
cone,i can

fill a cylindrical space and a conical one for both two- and three-directional partitioning.
Below, there are more complicated examples of two-directional partitioning. One can

easily imagine analogous examples for a three-directional case comparing these examples
with Fig. 6. Figure 10(a) illustrates a subspace V <αζρ>

i , which has its path being
a segment of straight line, while L<1>

i (ρ), L<2>
i (ρ) are segments of curves changing
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Fig. 8. From left: an example of a subspace V <αζρ>
i and two corresponding subspaces V <xyz>

cyl,i and
V <xyz>
cone,i .

Fig. 9. Examples of a cylinder space and a cone one filled by subspaces V <xyz>
cyl,i and V <xyz>

cone,i for both
the two- and the three-directional partitioning.

their shapes depending on ρ. Fig. 10(b) shows a subspace V <xyz>
cyl,i being a result of

transformation for the input subspace from Fig. 10(a). Figure 10(c) shows a cylinder
subspace constructed by these same lines L

<1>(ρ)
i , L<2>(ρ)

i and the path being a curve
lying on a plane α = const. In Fig. 10(d) there is a similar example but the path is
a curve lying on a plane ζ = const.

Fig. 10. Examples: (a) a subspace V <αζρ>
i and various subspaces V <xyz>

cyl,i (b, c, d); the front faces
have been removed in order to reveal the interiors.
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Fig. 11. Filling the cylinder interior by subspaces V <xyz>
cyl,i ; left: three models where modules originate

respectively from Fig. 10(b), (c) and (d), right: a three-directional model.

Fig. 12. An example of a subspace V <xyz>
cone,i (left) and the result of filling a cone interior (right).

Figure 11 (left) shows a manner of filling the cylinder space by subspaces V <xyz>
cyl,i

from Fig. 10(b), (c) and (d). Subspaces lying on a certain chosen parastichy PN1
j and

on a certain PN2

k have been distinguished respectively by colors: red and blue, whereas
a subspace located on the intersection of both these parastichies—by yellow. On the
right side of this figure a model with three-directional filling is shown.

Figure 12 shows an example of a certain subspace V <xyz>
cone,i and a result of filling

a cone interior with subspaces similar to V <xyz>
cone,i .
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6. Arranging non-intersecting modules inside a cylinder or a cone

When natural objects having their modules arranged in accordance with the phyllotaxis
rules are modeled, it is often essential for them not to intersect each other. In order to
meet this requirement we can use the idea of subspaces V <αζρ>

i , V <xyz>
cyl,i and V <xyz>

cone,i ,
(i = 0, ±1, ±2,...) discussed in Chapter 5.

Let us associate a certain set M<αζρ>
i , called module, with each subspace V <αζρ>

i .
Assume that the following relation is true:

M<αζρ>
i ⊆ V <αζρ>

i (7)

This relation remains true also after transforming a module M<αζρ>
i into the cylin-

drical space or into the conical one. Thus for a cylinder

M<xyz>
cyl,i ⊆ V <xyz>

cyl,i (8)

and for a cone

M<xyz>
cone,i ⊆ V <xyz>

cone,i (9)

In the case of a cylinder, if we assume that all the modules are congruent, then we can
work out the shape of a module in the space S<αζρ>. Next, after doing the test described
by Eq. (7), we should copy this module and put the duplicates in the appropriate places
of this space. In the end, the whole group of modules is transformed into the cylinder
space.

Alternatively we can work out the shape of a module in the space S<xyz>
cyl , execute

the test in accordance with Eq. (8) and, in the end, copy the module to put its duplicates
in places being occupied by the subspaces V <xyz>

cyl,i . We should remember that it is not
necessary to restrict our activity to the case when modules are congruent to each other,
in contrast to the case of subspaces. It is only essential for each module to satisfy Eq. (8).
This ensures that the area of applications of the described method is wider.

In the case of cones, variants of the procedure are analogous but requirements relating
to congruency of the modules in the space S<xyz>

cyl should be replaced with requirements
relating to the similarity in S<xyz>

cone . In addition, the test described by Eq. (9) should
be applied instead of the test in Eq. (8).

Figure 13 shows objects resembling leaves arranged inside a cylinder. The correspond-
ing subspaces are shown too. Figure 14(a) represents a cylindrical model, consisting of
160 modules with shapes that vary depending on their positions along the z axis. Here,
the subspaces from Fig. 13(d) have been used. Fig. 14(b) represents a conical model
consisting of the same modules. Figure 15 shows a model of inflorescence consisting of
two parts: the upper one—conical and the lower one—cylindrical. Each part contains
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Fig. 13. Two models, (a) and (b), consisting of non-intersecting modules, each resembling a leaf on
a stem, and two sets of subspaces corresponding with these models, shown in (c) and (d),
respectively.

Fig. 14. A cylindrical model (a) consisted of modules having their shapes dependent on the module
position along the model axis, and a conical one (b) consisted of the same modules.
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Fig. 15. On the right, an inflorescence consisting of two parts: the conical upper part and the cylindrical
lower one; on the left, a module is shown in the foreground while in the background we can see
partitioning a cone and a cylinder into subspaces appropriate for this model.

120 non-intersecting modules arranged in concordance with the rules described herein.
Each module consists of a flower, a leaf and a stalk.

To sum up, in order to construct a model, namely the set {M<xyz>
cyl,i } or {M<xyz>

cone,i }
one should perform the following steps:

Begin
1) Determine the phyllotaxis parameters, namely the parameters of the

genetic helix and parameters of parastichies in dependence on a cho-
sen partitioning: two- or three-directional;

2) Determine a path q0(ρ) in the space S<αζρ>;
3) Determine lines L<1>

0 (ρ), L<2>
0 (ρ), and for the three-directional par-

titioning also L<3>
0 (ρ);

4) Construct an area E0(ρ) and next, basing on this area and on the
path, construct a subspace V <αζρ>

0 using the sweep representation
method; choose Variant A, B or C;

Variant A:

5(a) Construct the module M<αζρ>
0 in the manner which satisfies relation

M<αζρ>
0 ⊆ V <αζρ>

0 ;
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6(a) Copy M<αζρ>
0 and arrange duplicates along the axes α and ζ in

accordance with the phyllotaxis parameters, which ensure that each
subspace V <αζρ>

i containing its own module M<αζρ>
i precisely adjoin

its neighboring subspaces;
7(a) Using Eq. (5) or Eq. (6), transform the obtained set of the mod-

ules {M<αζρ>
i } into the cylinder space S<xyz>

cyl or into the cone one
S<xyz>
cone ; Go to L1; (End of Variant A);

Variant B—for a cylinder:
5(b) Using Eq. (5), transform V <αζρ>

0 into the cylinder space S<xyz>
cyl to

obtain V <xyz>
cyl,0 ;

6(b) Construct the module M<xyz>
cyl,0 in the manner which satisfies the re-

lation M<xyz>
cyl,0 ⊆ V <xyz>

cyl,0 ;
7(b) Copy M<xyz>

cyl,0 , next rotate and move in accordance with the phyl-
lotaxis parameters, in order to obtain the set {M<xyz>

cyl,i }; Go to L1;
(End of Variant B);

Variant C—for a cone:
5(c) Using Eq. (6), transform V <αζρ>

0 into the cone space S<xyz>
cone to ob-

tain V <xyz>
cone,0 ;

6(c) Construct the module M<xyz>
cone,0 in the manner which satisfies the re-

lation M<xyz>
cone,0 ⊆ V <xyz>

cone,0 ;
7(c) Copy M<xyz>

cone,0 , next rotate, scale and move in accordance with the
phyllotaxis parameters, in order to obtain the set {M<xyz>

cone,i }; (End
of Variant C);

L1: End

7. Conclusion

The method described in this paper makes it possible to construct modules and arrange
them in accordance with phyllotaxis rules in such a way that they do not intersect each
other. One can create the modules using the conception of a subspace in the space
V <αζρ> or alternatively in the respective spaces V <xyz>

cyl or V <xyz>
cone . A diversity of

shapes is a result of creation subspaces using the so called sweep representation method
by moving a cross-section along a given path. The curvilinear paths are allowed as well
as such cross-sections that change their shapes along the path. The appropriate require-
ments related to the cross-section shape in the space V <αζρ> ensure the congruency of
subspaces inside a cylinder as well as similarity inside a cone and at the same time the
absence of mutual intersections of subspaces. The advantage of the described method
consists in the following: if there is given a certain partitioning into subspaces then one
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can place inside these subspaces modules differing from each other in shapes, as it can be
observed in nature. The method enables us to construct complicated models composed
of certain parts being cylinders and at the same time of other parts being cones (Fig. 15).
This approach can be useful in practical applications. The author hopes that the method
described herein can be applicable to modeling not only modular plants but also other
objects of a cylindrical or conical shape, consisting of regularly arranged modules.
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Abstract. In this paper, we present a method of self-calibration of a CCD camera with varying intrinsic
parameters by an unknown planar scene. The advantage of our method is to reduce the number of images
(two images) to estimate the parameters of the camera used. Moreover, the self-calibration equations
become related to the number of matched points (very numerous and easy to detect) and not to the
number of images, because the use of a large number of the images requires a high execution time. On
the other hand, we base on the matched points which are numerous to estimate the projection matrices
and the homographies between images. The latter are used with the images of the absolute conic to
formulate a system of non-linear equations (self-calibration equations depend on the number of matched
couples). Finally, the intrinsic parameters of the camera can be obtained by minimizing a non-linear
cost function proceeding from two steps: initialization and optimization. The experiment results show
the robustness of our algorithms in terms of stability and convergence.

Keywords: self-calibration, equilateral triangle, absolute conic, homography, varying intrinsic
parameters.

1. Introduction

The camera is the main element in many applications of computer vision. The estimation
of camera parameters is an important step in this kind of applications. Generally, the
estimation procedure can be performed according to two strategies. The first is called
the calibration: it consists to determine the intrinsic and extrinsic parameters using a
known object (calibration pattern) [12, 14, 15, 25]. The latter can be three-dimensional
(3D calibration) or plane (2D calibration). The second strategy is called self-calibration.
It allows determining the intrinsic and extrinsic parameters without any prior knowledge
of the scene. Several works are based on the self-calibration of cameras from 3D scenes [4–
8,13,24,31], or they are based on planar scenes [11,18,26,28] to automatically determine
the intrinsic and extrinsic parameters.

In this work, we are interested on the self-calibration of a camera with varying intrin-
sic parameters by any planar scene. We mention that from two points of the 2D scene
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we can obtain an equilateral triangle (the third point of the triangle can be obtained
in a unique way). Our method is based on the rotation of a fixed reference associated
with the planar scene to determine the transformation matrix between the vertices of
the different equilateral triangles. This transformation characterizes the strong point of
our approach. The latter resides in the use of a large number of matches which are the
projections of the points (two vertices of the equilateral triangles) of the planar scene
in the couples of images. This projection is used with the homography matrices to for-
mulate a system of linear equations. The resolution of the latter allows obtaining the
projection matrices. After detecting the interest points by the Harris algorithm [3] and
the matching of these points by the correlation measure ZNCC [16,22], the homography
between the two images is estimated from four matches by using RANSAC algorithm [2].
The relationships between the projection matrices, homographies and the images of the
absolute conic proved a non-linear cost function. The minimization of this function
by the Levenberg-Marquardt [1] allows obtaining the intrinsic parameters of the used
camera.

In addition, the importance of this work resides on the one hand in the use of fewer
images (two images) instead of using more images [10] to estimate the cameras parame-
ters. On the other hand, it resides in the formulation of self-calibration equations from
the matches (numerous and easy to detect) and not of the number of the images (re-
quires a high processing time). The self-calibration steps of our approach are presented
in Figure 1.

The paper is organized as follows: Section 2 presents a survey of related works.
The camera model used in this work and the image of the absolute conic is treated in
Section 3. The vision system is described in Section 4. The tools for self-calibration
are presented in Section 5. The self-calibration equations are elaborated in Section 6.
Experiments are presented in Section 7, and the conclusions in Section 8.

2. Survey of Related Works

In literature we find several methods which treat the problem of self-calibration. Two
categories of these methods can be distinguished: i) the methods that use cameras
characterized by constant parameters. ii) those which use cameras characterized by
varying parameters.

i) With the assumption of constant parameters we find several works. The first major
work of self-calibration was treated in [4], the authors have proposed an algorithm based
on two steps: In the first step, they found the epipolar transformation by the method of
Sturm (this method is based on projective invariants) and the other method is based on
the generalization of the essential matrix. In the second step of the computation, they
used the Kruppa equations [13] which link the epipolar transformation to the image of
the absolute conic. Subsequently, in [7] the authors treated the self-calibration of camera
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Fig. 1. Steps of camera self-calibration

by using the absolute dual quadric to recover the Euclidean structure. With the same
assumption, in [11] the authors have proposed an algorithm based on the projection of
two circular points of the planar scene in each image plan (five images at least), together
with the estimation of the homography between each couple of images to determine the
camera parameters. On the other hand, in [8] the authors have incorporated the so-called
module in the stratification approach to upgrade projective structures to affine and finally
recover the absolute conic and improve structures Euclidean constraint. Further work

Machine GRAPHICS & VISION 23(1/2):37–57, 2014. DOI: 10.22630/MGV.2014.23.1.3 .

https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2014.23.1.3


40 Robust method for camera self-calibration by an unkown planar scene

with the same assumption, using 2D or 3D scenes assuming contain specific objects
(parallelogram, circle, triangle...) that allow to exploit some geometric constraints to
estimate camera parameters. For example, in [26], the authors have proposed a method
of self-calibration plane based on the use of a parallelogram. They have used the matched
points to estimate all the projection matrices of this parallelogram. These matrices are
operated with homographies between images to estimate the intrinsic parameters.

ii) In recent years, the researchers have proposed new methods of camera self-
calibration with varying parameters. They have supposed assumptions about the scene
(2D or 3D), camera movement (circular, pure rotation), and intrinsic parameters (zero
skew and known aspect ratio) for estimating the camera parameters. A new method
of self-calibration of camera characterized by the varying intrinsic parameters is treated
in [29]. It is based on the quasi-affine reconstruction. After this reconstruction, the
authors have estimated the homography of the plane at infinity and they have used it
with some constraints on the images of the absolute conic to determine the intrinsic
the cameras parameters. On the other hand, a robust method of self-calibration of the
cameras characterized by varying parameters is treated in [31]. The last method is based
on the projection of three points of the scene on the plans of images and the relation
between the matchings to formulate a non-linear cost function. The resolution of the
latter allows obtaining the intrinsic parameters of the cameras used. In [23] a method of
self-calibration of a camera with varying parameters is based on a circular movement of
the camera. The homography of the plane at infinity is determined from two constraints:
the first considers that rotation angle between two views of the camera is known, and
the second considers that the pixels are square. After obtaining the homography, the
intrinsic camera parameters are easily determined. In [17], the authors have considered
a self-calibration problem of a moving camera whose intrinsic parameters are known,
except the focal length which may vary freely across different views. Furthermore, the
focal length’s values depend only on the camera’s motions. The authors gave a complete
catalog of critical motion sequences, which is used to determine these sequences from
stereo systems with variable focal. With the assumption of varying parameters, in [27]
the authors have presented a practical algorithm for self-calibrating of a camera with
varying intrinsic parameters. For each view, the authors suggest minimizing a non-linear
least square to establish the matrix of intrinsic parameters. The minimization procedure
begins by an initialization to give a first estimate of the focal distance; therefore the esti-
mation of the intrinsic parameters is performed by an algorithm with several iterations.
In each iteration, one parameter is estimated by assuming some constraints on the other
parameters. A recent method [30] is based on relative distances to estimate the camera
parameters. The latter are obtained from the resolution of a non-linear equation system
which is formulated by using the invariant relative distance and the homography that
transforms the projective reconstruction to metric reconstruction.
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The method presented in this work is a development of the work treated in [28]
and almost similar to the work treated in [26] and [31]. In [26] and [28], the authors
considered that the camera used has constant intrinsic parameters and requires at least
three images to calibrate the camera. Moreover, the authors assumed the constraints
τ = 0 and ε = 0. On the contrary, the present method uses any camera (characterized
by varying intrinsic parameters), in addition, two images are sufficient to calibrate the
camera and no constraint on the intrinsic parameters of the camera used. Furthermore,
the only difference between this method and the one treated in [31] resides in the objects
used in planar scenes: the method presented in [31] is based on the projection of a
parallelogram on the plans of images and the relationship between the matches. On the
contrary, the present method is based only on the relations between the vertices of the
triangles used in the planar scene.

3. Camera Model and the Image of The Absolute Conic

Our approach is based on the pinhole model of the camera to transform a point of the
planar scene to its projection in the image.

Fig. 2. Pinhole model of camera
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The projection of each point P of the scene in image i can be described by a 3×4
matrix: Li which is expressed by the following formula:

p ∼ LiP (1)

The matrix Li can be written as follows: Li = Ai(Riti); with:
• (Riti) represents the matrix of extrinsic parameters, where Ri the rotation matrix

and ti is the translation vector in the space.
•Ai is the matrix of intrinsic parameters, which is:

Ai =

 fi τi u0i

0 εifi v0i
0 0 1

 (2)

With, fi represents the focal length for the view i, i = 1 or 2 (in our case), εi is the
aspect ratio, (uoi, v0i) are the coordinates of the principal point in the image i and τi is
the image skew.

The Image of the Absolute Conic (IAC), denoted by ωi, is an imaginary point conic
directly related to the camera internal matrix Ai in formula (2) via ωi =

(
AiA

T
i

)−1:

ωi =
1

ε2i f
4
i

 ε2i f
2
i −τiεifi −u0iε

2
i f

2
i + v0iτiεifi

∗ f2
i + τ2i −v0if

2
i + u0iτiεifi − v0iτ

2
i

∗ ∗ ε2i f
4
i + v20if

2
i + (u0iεifi − τiv0i)

2

 (3)

Where the three lower triangular elements are replaced by “∗” to save space, since ωi

is symmetric. The estimation of intrinsic parameters of the camera used automatically
gives the elements of the matrix ωi and vice versa.

4. Vision System

In this work, we consider an unknown planar scene. On the plan of the scene, we consider
n points Pr, with r = 1 . . . n, or n ∈ N∗ and O is a point different from the points Pr

and it is in the same plane which contains the points Pr. For each segment [OPr],
there exists a unique point Mr in the scene plan such that OPrMr is an equilateral
triangle having an angle PrÔMr > 0. . We associate to each triangle OPrMr a reference
(O,Xr, Yr, Zr) with Pr ∈ (OXr) and (OZr) is perpendicular to the plan containing the
triangle (OPrMr) (Figure 3).

We denote by (O,X1, Y1) the fixed reference in the scene plan. Let (O,Xr, Yr) with
r = 2 . . . n denote moving references according to (O,X1, Y1). These references are
associated with equilateral triangles OPrMr with r = 2 . . . n. They are obtained by a
simple rotation of the fixed reference around (OZ1) axis. In addition to that, the passage
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Fig. 3. Vision system

from fixed reference (O,X1, Y1) to the moving reference (O,Xr, Yr) is performed by using
the rotation matrix which is given as follows:

R(φr) =

 cos(φr) − sin(φr) 0
sin(φr) cos(φr) 0

0 0 1

 , with r = 2 . . . n (4)
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With φr the rotation angle which allows obtaining the moving reference (Figure 4).
Figure 4 shows the system used: the planar scene, the fixed reference, the moving

references and the equilateral triangles.

Fig. 4. System used

The homogeneous coordinates of points Pr, Mr and O in the moving reference
(O,Xr, Yr) are respectively (ar, 0, 1)

T , (ar

2 ,
√
3
2 ar, 1)

T and (0, 0, 1)T . With ar (ar = OPr)
represents the length of the equilateral triangle OPrMr. These coordinates can be rewrit-
ten as follows:

(ar, 0, 1)
T = Sr(1, 0, 1)

T (5)

(
ar
2
,

√
3

2
ar, 1)

T = Sr(0, 1, 1)
T (6)

With:

Sr =


ar

ar
2

0

0

√
3

2
ar 0

0 0 1

 (7)

The coordinates corresponding to points Pr and Mr in the fixed reference can be calcu-
lated as follows: R(φr)Pr and R(φr)Mr.

5. Self-calibration Tools

The self-calibration procedure used in our approach is the following: detecting the in-
terest points by Harris algorithm, setting a matching of the interest points by the corre-
lation measure ZNCC, calculating the homography between images using the RANSAC
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algorithm, determining the projection matrix of the scene by the resolution of a linear
system, and estimating the intrinsic parameters of the camera used by minimizing of a
non-linear cost function.

5.1. Matching and interest points

The matching of the image points can be established in two steps: The first step is to
extract the interest points of the two images i and j. In the literature, there are several
algorithms to extract interest points [3, 9, 20, 21], this article uses the Harris algorithm
[3].The second step is to find for each interest point of the image their correspondent
in the image by measuring correlation ZNCC [16, 22], and then we eliminate the false
matches by using the RANSAC algorithm [2].

5.2. Homography between images

The homography is a 3×3 transformation of matrix linking the matches points between
the images i and j, it is expressed as follows:

pjr ∼ Hijpir (8)

Where pir and pjr are respectively the projection of a point Pr of the scene in the images
i and j. With r = 1 . . . n, Hij is the homography matrix between the images i and j.
The homography matrix is calculated by the RANSAC algorithm [2]. The latter allows
estimating the geometric entity (homography) from four matches between the images i
and j.

5.3. Projection matrices of the segments [OPr]

The objective of this section is to estimate the projection matrices Lir and Ljr for each
segment [OPr] of the scene, in the two images i and j (Figure 5). Knowing that the
degree of freedom of these matrices is eight, therefore, we need at least eight equations
to calculate these two matrices which will be used in the self-calibration equations.

The projection of the different points expressed in the fixed reference of the scene in
the images i and j is given by the formula (1). The coordinates of the points Pr in the
fixed reference are given by R(φr)Pr, and they are given by Sr(1, 0, 1)

T in the moving
reference (O,Xr, Yr).

The projection of the points O,P1, P2, . . . , Pn in the images i and j is performed by
the following formulas:

Image i ⇒
{

(ui0, vi0, 1)
T ∼ Lir(0, 0, 1)

T

(uipr
, vipr

, 1)T ∼ Lir(1, 0, 1)
T (9)

Image j ⇒
{

(uj0, vj0, 1)
T ∼ Ljr(0, 0, 1)

T

(ujpr
, vjpr

, 1)T ∼ Ljr(1, 0, 1)
T (10)
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Fig. 5. Projection of points of the scene in the images i and j

With the points (ui0, vi0, 1)
T and (uipr

, vipr
, 1)T are respectively the projection of the

points O and Pr in the image i, the points (uj0, vj0, 1)
T and (ujpr

, vjpr
, 1)T are respec-

tively the projection of the points O and Pr in the image j and Lir, Lir represent the
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projection matrices of the points (O,Pr) in the images i and j respectively, they are
expressed as follows:

Lir = AiRi

 1 0
0 1 RT

i ti
0 0

R(φr)Sr (11)

Ljr = AjRj

 1 0
0 1 RT

j tj
0 0

R(φr)Sr (12)

With R(φr) and Sr are given respectively by the formulas (4) and (7).
Let S∗ denotes the matrix is defined as follows: S∗

r = R(φr)Sr. Using the formulas
(4) and (7), S∗

r can be expressed as follows:

S∗
r =


ar cos(φr)

ar
2

cos(φr)−
√
3

2
ar sin(φr) 0

ar sin(φr)
ar
2

sin(φr) +

√
3

2
ar cos(φr) 0

0 0 1

 (13)

The matrices Hi = AiRi

 1 0
0 1 RT

i ti
0 0

 and Hj = AjRj

 1 0
0 1 RT

j tj
0 0

 are

respectively the homographies which permit to project the plane of the scene, in the
images i and j, therefore the formulas (11) and (12) become:

Lir = HiS
∗
r (14)

Ljr = HjS
∗
r (15)

From Equations (14) and (15) we deduce that:

Ljr = HijLir (16)

With Hij is the homography between the images i and j such that:

Hij = HjH
−1
i (17)

From the formulas (11), (12) and (13) we can deduce that:

Lir = AiRi(GrR
T
i ti) (18)

Ljr = AjRj(GrR
T
j tj) (19)
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With:

Gr =


ar cos(φr)

ar
2

cos(φr)−
√
3

2
ar sin(φr)

ar sin(φr)
ar
2

sin(φr) +

√
3

2
ar cos(φr)

0 0

 (20)

The formula (9) gives four equations according to the Lir elements.
The formulas (10) and (16) give:{

(uj0, vj0, 1)
T ∼ HijLir(0, 0, 1)

T

(ujpr
, vjpr

, 1)T ∼ HijLir(1, 0, 1)
T (21)

The system (21) gives four other equations according to the Lir elements;
Therefore, we can obtain the eight Lir elements from expressions (9) and (21).
The Ljr projection matrix is estimated from the formula (16).

6. Camera Self-Calibration

The expression (18) gives:
A−1

i Lir = Ri(GrR
T
i ti) (22)

The formula (22) can be written as follows:

LT
irωiLir =

(
GT

r Gr GrR
T
i ti

tTi RiGr tTi ti

)
(23)

With ωi = (AiA
T
i )

−1 is the projection of the absolute conic (Ω ∼ I3) in the image i.
Proceeding in the same way, we can show that:

LT
jrωjLjr =

(
GT

r Gr GrR
T
j tj

tTj RjGr tTj tj

)
(24)

With ωj = (AjA
T
j )

−1 is the projection of the absolute conic (Ω ∼ I3) in the image j.
The expression (20) gives:

GT
r Gr =

 a2r
a2r
2

a2r
2

a2r

 (25)

From the formulas (23) and (24) we can deduce that the four upper left coefficients
(GT

r Gr) of LT
irωiLir and LT

jrωjLjr are identical.
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We note by Qir and Qjr the matrices that represent respectively the four upper left
coefficients (GT

r Gr) of the two matrices LT
irωiLir and LT

jrωjLijr.
From expressions (23) and (24), we conclude that:

Qir ∼ Qjr (26)

We put:

Qir =

(
q1ir q2ir
q2ir q1ir

)
(27)

and
Qjr =

(
q1jr q2jr
q2jr q1jr

)
(28)

From the equations (26), (27) and (28) we can deduce the following equalities between
images i and j:

q1ir
q2ir

=
q1jr
q2jr

with r = 1 . . . n (29)

Where n represents the number of matches between images i and j.
The expression (29) gives:

q1irq2jr − q1jrq2ir = 0 with r = 1 . . . n (30)

Therefore, for each couple (pir, pjr), we obtain one equations. Then we need at least
ten matching couples to estimate the ten parameters of the camera used. Indeed, with
this approach we detect an important number of matched points couples (n matches)
which provides a large number of equations (n equations). Furthermore, the importance
of this approach lies in the fact that the self-calibration equations become related to the
couples of the matched points.

The system (30) is non-linear; therefore, we will minimize the following non-linear
cost function:

min
(ωi,ωj)

m−1∑
i=1

m∑
j=i+1

n∑
r=1

(q1irq2jr − q1jrq2ir)
2 (31)

With m represents the number of images, and n represents the number of matches.
To solve the function (31) we use the Levenberg-Marquardt algorithm [1]. The latter

requires an initialization step. For this, we assume that some conditions are satisfied on
the vision system.
•The pixels are squared therefore εi = εj = 1 and τi = τj = 0.
•The principal point is in the center of the images, therefore: u0i = v0i = u0j = v0j =
256 (because the size of images used is 512×512). And the focal lengths (fi, fi) are
estimated from the expression (30) (by replacing the parameters by their values in
this expression).
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7. Experimentation

7.1. Simulations

In this section, we realize a simulation of a sequence of ten 512×512 images of an unknown
planar scene to show the performance and robustness of our approach. We estimated
the camera parameters by a classical method of calibration from a planar pattern, the
parameters obtained are as follows: f = 1230, ε = 0.93, u0 = 261 and v0 = 254. In the

Fig. 6. Relative error on u0 (%) according to number of images

Fig. 7. Relative error on v0 (%) according to number of images
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Fig. 8. Relative error on f (%) according to number of images

Fig. 9. Relative error on τ (%) according to number of images

first time, we have carried the detection of interest points by Harris algorithm [3], and we
have matched these points by the ZNCC correlation function [16,22] aiming to estimate
the homographies (from the 4 matches) between couples of images by the RANSAC
algorithm [2]. These homographies are used with the projection of the planar scene
points in the images to determine the different projection matrices. The resolution of a
non-linear equation system which is formulated from the points of the planar scene and
its projections in the images (the matches) by Levenberg-Marquardt algorithm [1] allows
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Fig. 10. Relative error on ε (%) according to number of images

Fig. 11. Relative error on (u0, v0, ε, τ) and f (%) according to Gaussian noise

to treat the intrinsic parameters of the different cameras used. For this, we compare our
method with two other efficient methods which are Triggs [11] and Jiang [29]. In this
simulation, we discussed the influence of the number of images used on the relative errors
corresponding to u0, v0, ε, τ and f (represented respectively in Figures 6, 7, 8, 9 and
10) by our approach and the approaches of Triggs [11] and Jiang [29].

We also carry out a second simulation to test the performance of our method with
respect to noise. To do this, we add to all image pixels a Gaussian white noise with
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standard deviation σ (0 < σ ≤ 4.5) with a step of 0.5. For each noise level, we calculate
the relative errors corresponding to u0, v0, ε and f (represented in Figure 11) by our
approach.

7.2. Analysis of the simulations

The Figures 6, 7, 8, 9 and 10 show that relative errors corresponding to u0, v0, ε, τ and
f determined by our method decrease almost linearly if the number of images is between
2 and 5. They decrease slowly when the number of images used is between 5 and 8.
They become almost stable if the number of images exceeds 8, but when the number of
images increases, the parameters to be estimated become very numerous. Consequently,
the calculations become more complex, which allows increasing the program execution
time.

On the other hand, the Figure 11 shows that the relative errors to u0, v0, ε, τ and f
remain almost stable when the noise value is between 0 and 2.5. They increase slowly if
the noise is between 2.5 and 3.5, and they increase quickly if the noise becomes greater
than 3.5.

The analysis of the results obtained in Figures 6, 7, 8, 9 and 10, shows that the relative
errors corresponding to the parameters u0, v0, ε, τ and f obtained by our method are
similar to those calculated by the method of Jiang [29], and they are a little different
to those obtained by the method of Triggs [11]. Triggs uses more than four images to
estimate the intrinsic parameters. On the contrary, our method estimates the parameters
of the camera used from two images only.

7.3. Real data

Ten 512×512 images of an unknown planar scene are taken by a digital camera char-
acterized by varying parameters from different views to confirm the robustness of the
approach presented in this paper. Two (among ten) are shown in Figure 12(a). The
interest points and the matches between these two images are shown respectively in
Figure 12(b) and Figure 12(c).

For the choice of equilateral triangles in the images shown in Figure 12(c), we denote
by (oi, oj) a matching between the images i and j, such that (oi, oj) are the projections
of the origin of the fixed reference in the images i and j. Moreover, let (pri, prj) a couple
of matching between the images i and j such that pri and prj are the projections of the
second vertex of the triangle respectively in the images i and j. There exists a unique
point Mr in the scene plan such that OPrMr is an equilateral triangle, the point Mr is
not used in practice (we only projected two points o and Pr in the images, because their
correspondents in these images represent a couple of matching).

In our approach, the estimation of the intrinsic parameters is based on the couples of
matched points. To obtain efficient solutions, we have performed a regularization phase.
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(a)

(b)

(c)

Fig. 12. (a) The two images of the planar scene. (b) The interest points detected by Harris. (c)
The matches between the couple of images.
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Indeed, the couples of matched points in this phase contain false matches; we eliminate
them by the constraint that checks the formula (8).

The projection of the points of the planar scene in the two images allows estimating
the geometric entities (the homographies and the projection matrices). Afterwards, the
solution of a non-linear system of equations (formula (31)) allows estimating the elements
the image of the absolute conic and finally the intrinsic parameters of the camera.

The Table 1 below represents the intrinsic parameters estimated by our approach.

Tab. 1. The Results of Intrinsic Camera Parameters Estimated by the Two Methods

f ε τ u0 v0

The
present
method

Image 1 1237 0.93 0.04 258 262
Image 2 1233 095 0.03 260 254
Image 3 1247 0.92 0.01 253 259
Image 4 1251 0.94 0.02 257 261

Jiang

Image 1 1249 1 0 251 259
Image 2 1243 0.93 0.05 263 261
Image 3 1255 0.95 0.02 259 264
Image 4 1267 0.91 0.04 251 260

According to the experiments results on real data: the two images presented in
Figure 12(a) and the eight other images, we conclude that our approach gives the results
closer to those obtained by Jiang [29].This shows, on the one hand, the accuracy of the
approach presented in this present work. In the other hand, our algorithms converge
rapidly to the optimal solution, because we estimated the five parameters of the camera
for each view, knowing that we did not use any constraint on the intrinsic parameters of
the camera, on the contrary, Jiang assumes that τ = 0 and ε = 1 in the first image. These
constraints influence directly the results of self-calibration. Our method and Jiang’s can
calibrate the camera from only two images, but the suggested method presents the
advantage does not require any constraint on the self-calibration system, compared to
Jiang method which requires the constraints on intrinsic parameters of the camera.

8. Conclusion

In this work, the problem of the self-calibration of cameras with varying intrinsic pa-
rameters has been addressed by using an unknown planar scene. This approach is based
on the use of equilateral triangles assumed in the planar scene and the transformation
matrix between them. The projection of vertices of equilateral triangles in the planes of
the images and , and the relationship between images of absolute conic for each pair of
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images allow formulating a non-linear cost function. The minimization of this function
by the Levenberg-Marquardt algorithm provides the intrinsic parameters of the cam-
eras used. The advantages of this method are the use of any camera (no constraints
on the intrinsic parameters) and two images of the planar scene are sufficient to cali-
brate the cameras used. The found experiments results are satisfactory, which shows the
robustness and reliability of our approach.
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Abstract. Perceptual quality assessment of 3D triangular meshes is crucial for a variety of applica-

tions. In this paper, we present a new objective metric for assessing the visual difference between a

reference triangular mesh and its distorted version produced by lossy operations, such as noise addition,

simplification, compression and watermarking. The proposed metric is based on the measurement of

the distance between curvature tensors of the two meshes under comparison. Our algorithm uses not

only tensor eigenvalues (i.e., curvature amplitudes) but also tensor eigenvectors (i.e., principal curva-

ture directions) to derive a perceptually-oriented tensor distance. The proposed metric also accounts

for the visual masking effect of the human visual system, through a roughness-based weighting of the

local tensor distance. A final score that reflects the visual difference between two meshes is obtained

via a Minkowski pooling of the weighted local tensor distances over the mesh surface. We validate the

performance of our algorithm on four subjectively-rated visual mesh quality databases, and compare the

proposed method with state-of-the-art objective metrics. Experimental results show that our approach

achieves high correlation between objective scores and subjective assessments.

Key words: 3D triangular mesh, perceptual quality, human visual system, objective metric, cur-

vature tensor, visual masking.

1. Introduction

Three-dimensional (3D) triangular meshes have become the de facto standard for digital
representation of 3D objects, and by now have found wide use in various applications,
such as digital entertainment, medical imaging and computer-aided design [30]. As a rule,
3D triangular meshes undergo some lossy operations, like simplification, compression and
watermarking. Although these operations are necessary to speed up and facilitate the
transmission, storage and rendering of 3D meshes, or to enforce the copyright protection,
they inevitably introduce distortion to the original, unprocessed mesh. However, such
distortion might degrade the quality of service associated with the mesh model. Since
end users of 3D triangular meshes are often human beings, it is thus important to derive
some means to faithfully evaluate the degree of visual distortion introduced to a 3D mesh.
Directly asking human subjects to evaluate the visual distortion is obviously unpractical
in most real-world applications, as such subjective evaluation is time-consuming and
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costly. Therefore, it is necessary to develop objective metrics (i.e., software tools) that
can accurately predict the result of a subjective visual quality assessment of the for 3D
triangular meshes [39].

Although during the last decade we have seen tremendous advance in objective image
visual quality assessment [19, 34], the research on objective mesh visual quality (MVQ)
assessment is still at its early stage, with very few metrics proposed [39]. A possible
way to evaluate the perceptual quality of 3D meshes is to apply image quality metrics
on 2D images generated through 3D model rendering under several pre-selected viewing
positions. The first problem with this so-called image-based approach is how to select
the viewing positions that the 2D image projections are generated from. In our opinion,
a both optimum and automatic selection of such viewing positions is a very difficult
problem in itself. Furthermore, researchers wonder whether it is appropriate to use 2D
image quality metrics to evaluate the visual quality of 3D meshes. In order to answer
this question, Rogowitz and Rushmeier [10] investigated the reliability of the image-
based approach by conducting a series of experiments to compare the perceived quality
of simplified 3D meshes (as presented in a series of continuous viewing positions) and of
their corresponding 2D image projections. The experimental results seem to imply that
the perceptual quality of 3D meshes is in general not equivalent to the visual quality of
their 2D image projections.

Inspired and motivated by the results of Rogowitz’s and Rushmeier’s experiments,
the research community is now paying more attention to the development of model-based
MVQ metrics. This approach suggests that it would be more reasonable to relate MVQ
directly to the 3D shape of the mesh model than to its 2D image projections. Similarly
to the fact that PSNR (peak signal-to-noise ratio) and MSE (mean squared error) fail
to capture the visual quality of an image [29], it is not surprising to see that classical
mesh geometric distances (e.g., root mean squared error and Hausdorff distance) [6, 11]
have been demonstrated to be irrelevant to human visual perception, and thus failing to
predict the visual difference between an original mesh (also called reference mesh) and
the distorted one [39]. In Fig. 1, we show an example where the Hausdorff distance (HD)
fails to provide correct MVQ assessments: The Hausdorff distance between the original
mesh in Fig. 1(a) and the distorted mesh in Fig. 1(b) is smaller than that between the
original mesh and the distorted mesh in Fig. 1(c); however, connversely, the model of
Fig. 1(c) has obviously better perceptual quality than the one shown in Fig. 1(b).

In order to develop an effective objective MVQ metric, it is necessary to make use of
perceptually relevant features, and take into account some important properties of the
human visual system (HVS). In this paper, we choose surface curvature amplitudes and
principal curvature directions as perceptually relevant features. As discussed later, both
features are important properties of the mesh surface that can be derived from eigende-
composition of the curvature tensor. Meanwhile, we integrate some HVS properties in
the metric, in particular the visual masking effect. In the case of MVQ assessment and
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(a) (b) (c)

Fig. 1. (a) Original Bimba model; (b) distorted Bimba with noise added in smooth regions;
and (c) distorted Bimba with noise added in rough regions. The distortions introduced
for Hausdorff distances (HD) [6, 11] and TPDM (Tensor-based Perceptual Distance
Measure, proposed in this paper) are given below the distorted models.

as illustrated in Fig. 1, this effect mainly means that distortions in mesh surfaces are
usually more visible in smooth regions than in rough regions. This paper is an extension
of the earlier work presented in [36], and our contributions can be summarized as follows.

• Development of an effective model-based approach to the assessment of visual mesh
quality based on a novel distance measure between mesh curvature tensors.

• Use of not only curvature amplitudes, but also of principal surface directions (which
have been shown perceptually important, as discussed later) to define the curvature
tensor distance.

• Integration of some HVS features in the metric: We introduce a roughness-based
weighting of the local curvature tensor distance to simulate the visual masking
effect, and a processing step similar to the divisive normalization transform to
mimic an important neural mechanism, known as adaptive gain control [27, 34].

• The source code of our MVQ metric is freely available on-line at: http://www.

gipsa-lab.fr/~fakhri.torkhani/software/TPDM.rar.

The proposed metric, named TPDM (Tensor-based Perceptual Distance Measure),
has been extensively tested on four subjectively-rated visual mesh quality databases,
and has been compared with state-of-the-art objective MVQ metrics. The experimental
results show that our metric achieves high correlation between objective scores and sub-
jective assessments. As a simple example to illustrate its effectiveness, TPDM provides
perceptually coherent assessments for the visual quality of the distorted meshes shown
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in Figs. 1(b) and 1(c) (a lower TPDM value implies a better visual quality of the dis-
torted model): The TPDM distance between the original mesh and the distorted mesh in
Fig. 1(b) is 0.88, while that between the original mesh and the distorted mesh in Fig. 1(c)
is 0.38. The proposed metric has the potential to be used, for instance, in the bench-
marking of a variety of mesh processing algorithms (e.g., compression, watermarking,
remeshing, etc.), or to guide the design of new perceptually-oriented algorithms.

The remainder of this paper is organized as follows. Related work on model-based
MVQ assessment and our motivation for the design of TPDM are presented in Section 2.
Section 3 details the pipeline of the proposed MVQ metric. The experimental results are
presented in Section 4, including performance evaluation of TPDM , comparison with
state-of-the-art MVQ metrics, and two simple examples to illustrate potential applica-
tions of the proposed metric. Finally, we draw the conclusion and suggest several future
work directions in Section 5.

2. Related Work and Motivation

2.1. Model-based MVQ assessment

During the last decade, there has been increasing interest in the research on perceptual
quality assessment of 3D meshes. To our knowledge, the first perceptually-oriented
model-based MVQ metric was introduced by Karni and Gotsman [9] for the evaluation
of their mesh compression algorithm. That metric is actually a weighted combination of
root mean squared errors in vertex positions and errors in mesh Laplacian coordinates.
Based on the fact that the local smoothness measure has a more important visual effect,
Sorkine et al. [14] enhanced Karni and Gotsman’s metric by assigning a greater weight
to the errors in mesh Laplacian coordinates. Although initially proposed as by-products
for evaluating mesh compression algorithms, these two metrics have triggered promising
studies focusing on the perceptual quality assessment of 3D meshes.

Corsini et al. [22] developed two perceptual metrics for the visual quality assessment
of watermarked meshes, named, respectively, 3DWPM1 and 3DWPM2. The visual
distortion is evaluated in these two metrics as the roughness difference between the
original and watermarked meshes. Two roughness measures were proposed: The first
one is based on statistics (within multiscale local windows) of dihedral angles over the
mesh surface, while the second roughness measure is defined as the geometric difference
between a mesh model and its carefully smoothed version.

A physically-inspired MVQ metric was proposed by Bian et al. [25]. They considered
3D meshes as objects with elasticity, and assumed that the visual difference between a
pair of meshes is related to the strain energy that is required to induce the deformation
between them. It was shown in [25] that this metric was effective in assessing small
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visual differences between meshes with constant connectivity (i.e., the same adjacency
relationship between the bmesh vertices).

The research on MVQ assessment could benefit from the much more fruitful literature
on image visual quality assessment. Following this line of research, Lavoué et al. [17]
proposed a metric called structural mesh distortion measure (MSDM ), which can be
considered as an extension of the well-known structure similarity index for 2D images [16]
to the case of 3D triangular meshes. MSDM relates the visual degradation to the
alteration of local statistics (i.e., mean, variance and covariance) of mesh curvature
amplitudes. An improved multiscale version MSDM2 [32] has been proposed, which also
integrates a vertex matching preprocessing step to allow the comparison of two meshes
with different vertex connectivities.

Váša and Rus [37] proposed a dihedral angle mesh error (DAME ) metric to compare
triangular meshes sharing the same connectivity. DAME relies on the oriented surface
dihedral angles to evaluate the perceptual distortion, and integrates the visual masking
effect, as well as the visibility model which accounts for the probable viewing positions
and directions of the models to be compared. This metric is computationally efficient,
and has a good correlation with subjective assessment.

Recently, Wang et al. [38] introduced the fast mesh perceptual distance (FMPD)
measure. This metric is based on a local roughness measure derived from the Gaussian
curvature of the mesh surface. FMPD estimates the perceptual distance as the differ-
ence between the global roughness values of the two meshes under comparison. There-
fore, the metric does not require a mesh correspondence or registration preprocessing
step, and can be applied to compare meshes with different connectivities. FMPD is in
essence a reduced-reference metric, since only the global roughness of the original mesh
and some parameter values are required to carry out the visual quality assessment of a
distorted mesh. In contrast, full-reference MVQ metrics, such as MSDM , MSDM2 and
DAME , require the availability of full information about the original mesh.

A summary of the most representative model-based MVQ metrics, along with our
TPDM metric, is presented in Tab. 1. In that table, we also list two popular mesh geo-
metric distances RMS (root mean squared error) and HD (Hausdorff distance). Despite
their poor correlation with human visual perception [39], nowadays RMS and HD are
still largely used in the evaluation of various mesh processing algorithms. The metrics
are summarized according to three different algorithmic aspects: the mesh feature used
for MVQ assessment, the information about the reference mesh required (i.e., whether
the metric is classified as full-reference or reduced-reference one), and whether the metric
requires the two meshes under comparison to have the same connectivity. Quantitative
comparisons of these metrics are presented in Section 4.
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Tab. 1. Summary of model-based mesh perceptual quality metrics.

Metric Feature
Information about Connectivity
reference mesh constraint

RMS [6, 11] Surface-to-surface distance Full-reference No

HD [6, 11] Surface-to-surface distance Full-reference No

3DWPM [22] Global roughness Reduced-reference Yes

MSDM [17] Curvature amplitude Full-reference Yes

MSDM2 [32] Multiscale curvature amplitude Full-reference No

DAME [37] Dihedral angle Full-reference Yes

FMPD [38] Global roughness Reduced-reference No

TPDM Curvature tensor distance Full-reference No

2.2. Motivation for tensor-based MVQ assessment

MSDM2 has a good correlation with subjective scores [32], though by considering only
the modification in mesh curvature amplitudes. We argue that a modification in the
principal surface directions as defined by the orthogonal directions of minimum and max-
imum curvatures is also important for MVQ assessment. As shown in Fig. 2, maximum
and minimum curvature directions represent salient structural features of the surface
and thus should be visually important. Indeed, when drawing a 3D object, one strategy
of caricaturists is to draw strokes on these lines of curvatures [23]. For example, we may
expect that the drawings of either trained artists or untrained amateurs, when asked to
complete a line drawing of the Bimba model shown in Fig. 2(a), would be similar to the
images shown in Figs. 2(b) and 2(c). The perceptual importance of principal surface di-
rections have been noticed by computer graphics and geometry processing experts: They
have been successfully used for describing [3] and illustrating [8] complex 3D objects, as
well as for guiding a high-performance anisotropic remeshing algorithm [12].

Motivated by the above observation, in this paper we introduce a new MVQ metric
TPDM which makes use of more information that can be extracted from mesh curvature
tensors, i.e., both the curvature amplitudes and the principal surface directions. In
Section 4, we will show that experimentally our tensor-based metric achieves a high
correlation with the subjective scores of mesh visual quality. In particular, the use
of information on principal surface directions in TPDM appears to help improve the
assessment performance when compared to the state-of-the-art metric MSDM2 that
uses only curvature amplitudes. Before presenting the technical details of the proposed
metric in Section 3, in the next subsection we will briefly introduce a technique for the
estimation of mesh curvature tensors, and explain how to obtain curvature amplitudes
and principal curvature directions from the tensor.

Machine GRAPHICS & VISION 23(1/2):59–82, 2014. DOI: 10.22630/MGV.2014.23.1.4 .

https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2014.23.1.4


F. Torkhani, K. Wang, and J.-M. Chassery 65

(a) (b) (c)

Fig. 2. (a) Bimba’s model; (b) maximum curvature directions of Bimba scaled by maximum
curvature values; and (c) minimum curvature directions of Bimba scaled by minimum
curvature values.

Fig. 3. Geometric elements used to compute the curvature tensor.

2.3. Curvature tensor estimation

Estimation of the mesh curvature tensor is a well-researched problem. So far, the most
popular estimation technique has been the one from Cohen-Steiner and Morvan [13].
Based on the solid foundation of normal cycle theory, they derived an elegant per-vertex
curvature tensor estimation. Tensors computed on edges are averaged on a geodesic disk
window B of user-defined size to obtain the curvature tensor T on each vertex v:

T (v) =
1

|B|
∑

edges e

β (e) |e ∩B| ē ēt, (1)

where |B| is the area of the geodesic disk, β (e) is the signed angle between the normals of
the two triangles incident to edge e, |e ∩B| is the length of the part of e inside B, ē and
ēt are the unit vector in the direction of e and its transpose (cf. Fig. 3), respectively. The
minimum and maximum curvature amplitudes (denoted by κmin and κmax), respectively)
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Fig. 4. Block diagram of the pipeline of TPDM (Tensor-based Perceptual Distance Measure).
In the roughness map within the block of “Step 3: Roughness-based weighting”; warmer
colors represent larger values (i.e., where the local surface is rougher).

are the absolute values of the two non-zero eigenvalues of the tensor T , and the principal
surface directions are the associated two eigenvectors (denoted by 3D vectors γmin and
γmax, respectively). In Section 3, we will derive a perceptually-oriented distance between
curvature tensors by incorporating the information from both their eigenvalues and their
eigenvectors, and will use this distance to conduct the MVQ assessment.

3. MVQ Assessment Based on Curvature Tensor Distance

An overview of the processing pipeline for the proposed MVQ metric TPDM is illus-
trated in Fig. 4. First of all, in order to compare two meshes with potentially different
connectivities, we perform a preprocessing step of vertex matching between the two
meshes under comparison, based on the AABB tree data structure implemented in the
CGAL library [35]. The objective of this step is to find, for each vertex of the reference
mesh, a corresponding point on the surface of the distorted mesh. The second step is
to compute a curvature tensor at each vertex of the two meshes, and then to derive the
distance between the tensors of each vertex in the reference mesh and its counterpart
in the distorted mesh. Both the curvature amplitudes and the principal curvature di-
rections are involved in the tensor distance calculation. Before this local tensor distance
computation, a correspondence relationship has to be established between the principal
curvature directions and the curvature amplitudes of the two tensors to be compared,
so as to determine for each vertex how to exactly calculate the tensor distance. In the
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Fig. 5. Projection of a vertex vi of the reference mesh Mr onto the surface of the distorted mesh
Md. Here the projection is v′i, a point on the triangular facet that is constituted of v′i,1,
v′i,2 and v′i,3. For the sake of simplicity, we only show one single facet in Mr and in Md.

third step, this local tensor distance is weighted by two roughness-based factors in order
to account for the visual masking effect of HVS, which is vital for conducting a correct
MVQ assessment. In the fourth and last step, we use a surface-weighted Minkowski
pooling of the local TPDM distances to obtain a global TPDM value. In what follows,
we will present the technical details of each of the four steps.

3.1. Vertex matching preprocessing

In order to establish the correspondence between the vertices of the two meshes, analo-
gously as in the preprocessing step in MSDM2 [32], we use the AABB tree data structure
implemented in the CGAL library [35] to perform a fast and simple vertex projection
from the reference mesh Mr to the surface of the distorted mesh Md. As a result of this
matching step, each vertex vi in Mr is assigned a corresponding point v′i on the surface
of Md. Note that v

′
i is in general not a vertex of Md, but a point on a certain triangular

facet T ′
i of Md composed of three vertices v′i,1, v

′
i,2 and v′i,3 (cf. Fig. 5). In this general

case, the local TPDM distance associated to vi, denoted by LTPDM vi , is computed as
the barycentric interpolation [2] of the three local perceptual distances, between vi and
v′i,1, vi and v′i,2, and finally vi and v′i,3, respectively:

LTPDM vi =

3∑
k=1

bk (v
′
i)LPDvi,v′

i,k
, (2)

where LPDvi,v′
i,k

is the local perceptual distance between vi and the k-th vertex of the

triangular facet T ′
i that contains the projection v′i, and bk (v

′
i) is the k-th barycentric

coordinate [2] of v′i within T ′
i . The next two subsections focus on how to derive the local

perceptual distance LPDvi,v′
i,k
.
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3.2. Local tensor distance

The derivation of the local perceptual distances LPDvi,v′
i,k

is based on the local tensor

distances between vi and v′i,k, denoted by LTDvi,v′
i,k

for k = 1, 2, 3. For this purpose,

we first estimate the curvature tensors at each vertex of Mr and Md. The tensors on
the two vertices vi and v′i,k are hereafter denoted by Tvi and Tv′

i,k
, respectively. They

are computed using Equation (1), with a local window established as the intersection of
the mesh surface and the Euclidean sphere [13] that is centered on the vertex and has,
experimentally, a radius equal to 0.5% of the bounding box diagonal of Mr.

As mentioned earlier, we want to use the differences between both the curvature
amplitudes (i.e., tensor eigenvalues) and the principal curvature directions (i.e., tensor
eigenvectors) to derive the local tensor distance. We should first of all decide between
which curvature amplitudes/directions we will compute the differences. The straightfor-
ward choice is to derive the difference between the minimum curvature of Tvi and the
minimum curvature of Tv′

i,k
(the same for the differences in the maximum curvature am-

plitudes, in the minimum curvature directions and inthe maximum curvature directions).
Then we can combine the obtained four differences to derive the local tensor distance.
However, we find that this simple “min→min, max→max” correspondence between the
tensor elements results in poor MVQ assessments, especially in the situations where
the principal directions are severely disturbed after medium and strong distortions, and
where the mesh contains a large portion of locally isotropic regions (in these regions, the
values of minimum and maximum curvature amplitudes are close to each other, so that
the minimum and maximum curvatures may change roles even after small-amplitude
distortions).

Motivated by this observation, we adopt another rule for establishing the correspon-
dence relationship between the curvature amplitudes/directions of Tvi and Tv′

i,k
, which

is based on the minimum angular distance criterion between the principle curvature
directions. More precisely, for γmin (i.e., the minimum curvature direction) of Tvi , we
find the principal direction of Tv′

i,k
that has the smallest angular distance to it (this

direction is denoted by γ′
1), and then relate γmin to γ′

1. Accordingly, κmin (i.e., the
minimum curvature amplitude) of Tvi is related to the curvature amplitude associated
to γ′

1 (denoted by κ′
1). That is, if γ

′
1 is the minimum (or maximum) curvature direction

of Tv′
i,k
, then κ′

1 is the minimum (or maximum) curvature amplitude of Tv′
i,k
. Under the

proposed correspondence rule, γ′
1 can be either the minimum or the maximum curvature

direction of Tv′
i,k
, as long as this minimum or maximum curvature direction has the

smallest angular distance to γmin. Similarly, the following correspondence relationships
are established: κmax → κ′

2 and γmax → γ′
2. It is easy to see that γ′

1 and γ′
2 (and κ′

1 and
κ′
2, respectively) are distinct principal curvature directions (distinct principal curvature

amplitudes, respectively) of Tv′
i,k
. In practice, the above correspondence, which is based
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on the minimum angular distance criterion, yields better MVQ assessment results than
the straightforward “min→min, max→max” correspondence discussed above.

The local tensor distance is computed for each pair of vi and v′i,k as

LTDvi,v′
i,k

=
θmin

(π/2)
δκmin +

θmax

(π/2)
δκmax , (3)

where θmin ∈ [0, π/2] is the angle between the curvature lines of γmin and γ′
1 (similarly,

θmax ∈ [0, π/2] is the angle between the lines of γmax and γ′
2), and δκmin

is a Michelson-

like contrast [1] of the curvature amplitudes κmin and κ′
1, i.e., δκmin

=
∣∣∣ κmin−κ′

1

κmin+κ′
1+ε

∣∣∣ with
ε a stabilization constant fixed as 5% of the avarage mean curvature of Mr (similarly,

δκmax
=
∣∣∣ κmax−κ′

2

κmax+κ′
2+ε

∣∣∣). Both the differences in the curvature amplitudes and in the

principal surface directions are involved in the derivation of the local tensor distance.
Besides its perceptual relevance [4, 5], another reason to use the Michelson-like contrast
to evaluate the difference between curvature amplitudes is that in this way both the
difference the principal directions (after the normalization by a factor of π/2) and in the
curvature amplitudes are in the same range of [0, 1], so that these two kinds of differences
can be easily combined together.

3.3. Roughness-based weighting of local tensor distance

For the development of an effective MVQ metric, we should take into account some
HVS features, in particular the visual masking effect [20]. In the context of MVQ
assessment, this effect mainly means that the same distortion is less visible in rough
regions of the mesh surface than in the smooth regions. In order to account for the visual
masking effect, our solution is to modulate the values of LTDvi,v′

i,k
by two roughness-

based weights (the rougher the local surface is, the smaller the weights are). The local
perceptual distance between vi and v′i,k, which incorporates the visual masking effect, is
computed as:

LPDvi,v′
i,k

= RW
(γ)
i .RW

(κ)
i .LTDvi,v′

i,k
, (4)

with RW
(γ)
i , RW

(κ)
i ∈ [0.1, 1.0]. They are, respectively, the roughness-based weights

derived from the principal surface directions and the curvature amplitudes in the 1-ring

neighborhood of vi. For RW
(γ)
i , we first project all the principal curvature directions

at the 1-ring neighbors of vi on the tangent plane of vi, and then take the sum of the
two angular standard deviations of the projected minimum and maximum curvature di-
rections as the local roughness value. This value is then linearly mapped to [0.1, 1.0] to

obtain RW
(γ)
i : The higher the sum of the two angular standard deviations is, the lower

the mapped value is. Similarly, to get RW
(κ)
i , we compute the ratio of the Laplacian for

the mean curvatures in the 1-ring neighborhood of vi and the mean curvature at vi as the
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local roughness measure. The Laplacian of the mean curvatures in the 1-ring neighbor-
hood of vi describes the local variation of the mesh curvature amplitudes. In our metric,
we use the cotangent-based mesh Laplacian due to its solid theoretical foundation and its
excellent performance in practical applications [18,24]. This curvature-amplitude-based

roughness value is then linearly mapped to [0.1, 1.0] to obtain RW
(κ)
i : The higher the

roughness is, the lower the mapped value is. It is worth mentioning that the derivation

of the roughness weight RW
(κ)
i includes a divisive normalization (i.e., the normalization

of the Laplacian for mean curvatures by the mean curvature on vi itself), which is sim-
ilar to that in the neural mechanism of HVS that partially explains the visual masking
effect [27,34]. Also note that vertices in isotropic regions, i.e., where κmin and κmax are
close to each other, are treated differently. An anisotropy coefficient ρvi is first computed
as:

ρvi
=

κ
(vi)
max − κ

(vi)
min

κ
(vi)
max + κ

(vi)
min + ϵ

, (5)

where κ
(vi)
min and κ

(vi)
max are, respectively, the minimum and maximum curvatures at vertex

vi, and ϵ is a stabilization constant set as 5% of the average mean curvature of Mr. We
consider that the vertices at which ρvi is smaller than 0.5 belong to relatively isotropic

regions. For these vertices, we set RW
(γ)
i equal to 1, and accordingly the final roughness-

based weight is determined by the value of RW
(κ)
i . The reason is that in isotropic

regions, the principal curvature directions are not well-defined and their estimation is
not reliable. It is therefore safer to use only the curvatur-amplitude-based roughness

weight RW
(κ)
i for the local tensor distance modulation. A roughness map that combines

both weights RW
(γ)
i and RW

(κ)
i is shown in the “Step 3” block of Fig. 4, where warmer

colors represent higher roughness values (i.e., lower roughness-based weights).

Finally, as described by Equation (2), the local tensor-based perceptual distance
measure at vertex vi, LTPDM vi , is computed as the barycentric interpolation of the
three local perceptual distances LPDvi,v′

i,1
, LPDvi,v′

i,2
and LPDvi,v′

i,3
.

3.4. Global perceptual distance

The global tensor-based perceptual distance measure TPDM from the reference mesh
Mr to the distorted mesh Md is computed as the weighted Minkowski sum of the local
distances LTPDM vi , i = 1, 2, ..., N :

TPDM =

(
N∑
i=1

wi |LTPDM vi |
p

) 1
p

, (6)

where wi = si/
∑N

i=1 si with si one third of the total area of all the incident facets of vi,
and p = 2.5. The surface-based weighting can, to some extent, enhance the stability of

Machine GRAPHICS & VISION 23(1/2):59–82, 2014. DOI: 10.22630/MGV.2014.23.1.4 .

https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2014.23.1.4


F. Torkhani, K. Wang, and J.-M. Chassery 71

the metric to the variation of vertex sampling density over the mesh surface. Compared
to the standard mean-squared error where p = 2.0, the choice of p = 2.5 can increase
the importance of the local high amplitude distances of in the calculation of the global
perceptual distance [15]. This is perceptually relevant, since the part of mesh with high-
amplitude distortion experimentally attracts more attention from human observers, and
thus has more impact on the result of subjective assessment.

4. Experimental Results

4.1. Performance evaluation and comparisons

In order to verify its efficacy, the proposed metric TPDM has been extensively tested
and compared with the existing metrics on four subjectively-rated visual mesh quality
databases:

• The LIRIS/EPFL general-purpose database1 [17]: Contains 4 reference meshes and
the total of 84 distorted models. The distortion types include noise addition and
smoothing, applied either locally or globally to the reference mesh. Subjective
evaluations were made by 12 observers.

• The LIRIS masking database2 [26]: Contains 4 reference meshes and the total of
24 distorted models. The local noise addition distortion included in this database
was designed specifically for testing the capability of MVQ metrics to capture the
visual masking effect. 11 observers participated in the subjective tests.

• The IEETA simplification database3 [28]: Contains 5 reference meshes and the
total of 30 simplified models. 65 observers participated in the subjective study.

• The UWB compression database4 [37]: Contains 5 reference meshes and the total
of 64 distorted models. Subjective evaluations were made by 69 observers.

TPDM has been compared with seven state-of-the-art metrics, i.e., the Hausdorff
distance (HD) [6, 11], the root mean squared error (RMS ) [6, 11], 3DWPM1 and
3DWPM2 [22], MSDM2 [32], DAME [37] and FMPD [38]. The coherence between
the objective values produced by the MVQ metrics and the mean opinion scores (MOS)
provided by subjective databases is measured using two different correlation kinds: The
Pearson linear correlation coefficient (PLCC or rp), which measures the prediction ac-
curacy of the objective metrics, and the Spearman rank-order correlation coefficient
(SROCC or rs), which measures the prediction monotonicity [19,34]. Before computing
the correlation values, especially the PLCC , it is recommended to conduct a psycho-
metric fitting between the objective scores and the MOS values, in order to partially

1http://liris.cnrs.fr/guillaume.lavoue/data/datasets.html
2http://liris.cnrs.fr/guillaume.lavoue/data/datasets.html
3http://www.ieeta.pt/~sss/index.php/perceivedquality/repository
4http://compression.kiv.zcu.cz/
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remove the non-linearity between them. Another effect of psychometric fitting is that af-
terwards we obtain objective MVQ values belonging to the [0, 1] interval, which are easier
for the users to understand. In our tests, we apply a cumulative Gaussian psychometric
function [7] for the fitting:

g(a, b, R) =
1√
2π

∫ ∞

a+bR

e−(t
2/2)dt, (7)

where R is the raw TPDM value. The two parameters a = −1.14 and b = 11.47
are obtained through a non-linear least squares fitting (under Matlab, with the curve
fitting toolbox) using the raw TPDM values and the corresponding MOS for the group
of Dinosaur models in the general-purpose database. As shown in Fig. 6, the same
psychometric function is used for models in other subjective databases. From the plots
we can see that the fitted psychometric function has a good generalization capability for
other databases, as the psychometric curve is close to the TPDM -MOS pairs.

The tables 2 to 5 present, respectively, the evaluation and comparison results for
the general-purpose, masking, simplification and compression databases. Analogously
to the comparisons in [39], the overall correlations (last two columns in the tables) are
computed for the whole database (i.e., we compute the statistical linear or non-linear
dependence between all objective scores andMOS values of all models in each database),
except the compression database, where per-model averages are used. This is because
the data acquisition procedure of the compression database does not take into account
inter-model coherence [37,39]. The results for the existing metrics shown in Tabs. 2 to 5
are either extracted from published papers [31, 37–39] and the related erratum [40], or
collected from our own tests.

The geometric distance metrics HD and RMS in general fail to evaluate the percep-
tual mesh quality: The overall Pearson and Spearman correlations are quite low for all
the four databases. HD even results in a negative correlation on some difficult models,
i.e., Jessy and James from the compression database (cf. Tab. 5). In the following we
will focus on the comparison of our approach with state-of-the-art perceptually-driven
MVQ metrics for each database.

For the general-purpose database (cf. Tab. 2), TPDM has high PLCC and SROCC
values for almost every individual model, as well as for the whole repository. TPDM
has the highest overall PLCC and SROCC values among all the MVQ metrics tested
(the last two columns). In particular, there is a noticeable improvement in terms of
overall correlations compared to the second best metric FMPD. For example, the
overall SROCC has improved from 81.9% for FMPD to 89.6% for TPDM . Since the
general-purpose database has the highest number of distorted models among the four
available databases, as well as a variety of distortion types, the high correlation values
of TPDM for this database appear to be promising evidence for the good performance
of TPDM in assessing visual mesh quality.
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Fig. 6. Psychometric function curve plotted with TPDM -MOS pairs of all the reference and dis-
torted models in: (a) the LIRIS/EPFL general-purpose database; (b) the LIRIS masking
database; and (c) the IEETA simplification database.
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Tab. 2. PLCC (rp) and SROCC (rs) (%) of different objective metrics on the general-purpose
database.

Metric
Armadillo Dinosaur RockerArm Venus All models
rp rs rp rs rp rs rp rs rp rs

HD [6, 11] 54.9 69.5 47.5 30.9 23.4 18.1 8.9 1.6 11.4 13.8
RMS [6, 11] 56.7 62.7 0.0 0.3 17.3 7.3 87.9 90.1 28.1 26.8

3DWPM1 [22] 59.7 65.8 59.7 62.7 72.9 87.5 68.3 71.6 61.9 69.3
3DWPM2 [22] 65.6 74.1 44.6 52.4 54.7 37.8 40.5 34.8 49.6 49.0
MSDM2 [32] 85.3 81.6 85.7 85.9 87.2 89.6 87.5 89.3 81.4 80.4
DAME [37] 76.3 60.3 88.9 92.8 80.1 85.0 83.9 91.0 75.2 76.6
FMPD [38] 83.2 75.4 88.9 89.6 84.7 88.8 83.9 87.5 83.5 81.9

TPDM 78.8 84.5 89.0 92.2 91.4 92.2 91.0 90.6 86.2 89.6

Tab. 3. PLCC (rp) and SROCC (rs) (%) of different objective metrics on the masking database.

Metric
Armadillo Bimba Dinosaur LionVase All models
rp rs rp rs rp rs rp rs rp rs

HD [6, 11] 61.4 48.6 27.4 25.7 55.8 48.6 50.1 71.4 20.2 26.6
RMS [6, 11] 66.8 65.7 46.7 71.4 70.9 71.4 48.8 71.4 41.2 48.8

3DWPM1 [22] 64.6 58.0 29.0 20.0 67.3 66.7 31.1 20.0 31.9 29.4
3DWPM2 [22] 61.6 48.6 37.9 37.1 70.8 71.4 46.9 38.3 42.7 37.4
MSDM2 [32] 81.1 88.6 96.8 100 95.6 100 93.5 94.3 87.3 89.6
DAME [37] 96.0 94.3 88.0 97.7 89.4 82.9 99.5 100 58.6 68.1
FMPD [38] 94.2 88.6 98.9 100 96.9 94.3 93.5 94.3 80.8 80.2

TPDM 91.4 88.6 97.2 100 97.1 100 88.4 82.9 88.6 90.0

From the results forthe masking database (cf. Tab. 3), we can see that in general
TPDM captures the visual masking effect well, as reflected by the high individual and
overall PLCC and SROCC values for that database. The same applies to the results for
the general-purpose database: TPDM has the highest overall PLCC and SROCC values
among all the metrics tested. Another observation is that although the reduced-reference
metric FMPD performs quite well for each individual model, its overall PLCC and
SROCC values are not that high when compared to the full-reference metrics MSDM2
and TPDM . Hence, it seems that in order to capture the visual masking effect well in the
case of MVQ assessment, it would be advantageous to conduct a precise vertex-to-vertex
local analysis, with the availability of the full information about the reference mesh.

Compared to other connectivity-independent metrics (cf. Tab. 1), TPDM has compa-
rable performance withMSDM2 and FMPD for the simplification database (cf. Tab. 4).
The results of 3DWPM1, 3DWPM2 and DAME are missing because those metrics
have the mesh connectivity constraint, and therefore cannot be applied to compare two
meshes with different connectivities. For the Head model, the correlation of TPDM
is rather low. This is because TPDM has difficulties in distinguishing the quality of
simplified Head meshes generated by different simplification algorithms but with the
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Tab. 4. PLCC (rp) and SROCC (rs) (%) of different objective metrics on the simplification
database.

Metric
Bones Bunny Head Lung Strange All models

rp rs rp rs rp rs rp rs rp rs rp rs

HD [6, 11] 92.0 94.3 37.8 39.5 72.8 88.6 80.6 88.6 52.3 37.1 50.5 49.4
RMS [6, 11] 86.4 94.3 94.5 77.1 49.6 42.9 89.0 100 90.4 88.6 59.6 70.2
MSDM2 [32] 98.3 94.3 98.1 77.1 88.9 88.6 92.3 60.0 99.0 94.3 89.2 86.7
FMPD [38] 96.0 88.6 98.0 94.3 70.4 65.7 95.5 88.6 96.0 65.7 89.3 87.2

TPDM 99.0 94.3 98.0 94.3 63.1 65.7 98.6 94.3 98.7 94.3 86.9 88.2

Tab. 5. PLCC (rp) and SROCC (rs) (%) of different objective metrics on the compression
database.

Metric
Bunny James Jessy Nissan Helix All models

rp rs rp rs rp rs rp rs rp rs rp rs

HD [6, 11] 34.1 52.2 -16.8 6.8 -23.6 12.5 14.4 23.6 45.1 46.4 10.6 28.3
RMS [6, 11] 34.2 20.9 14.0 10.8 0.0 14.8 17.8 29.7 46.9 44.6 22.0 24.1

3DWPM1 [22] 94.7 93.4 77.3 72.3 87.2 89.5 63.6 59.3 98.0 95.2 84.1 81.9
3DWPM2 [22] 96.0 91.2 76.9 65.3 86.9 85.9 56.3 67.6 95.5 94.3 82.3 80.9
MSDM2 [32] 97.4 90.1 82.6 69.2 84.3 63.1 84.4 73.1 98.1 94.7 89.3 78.0
DAME [37] 96.8 93.4 95.7 93.4 84.4 70.5 93.9 75.3 96.6 95.2 93.5 85.6
FMPD [38] 94.2 89.6 95.3 91.2 63.3 60.0 92.4 77.5 98.4 90.8 88.8 81.8

TPDM 95.1 96.5 90.8 73.6 85.8 75.8 82.7 73.4 98.7 95.0 91.5 82.9

same vertex reduction ratio. FMPD is more or less affected by the same problem. The
simplification database is a relatively simple dataset. MSDM2 , FMPD and TPDM all
have very high overall correlation on this database, and even HD and RMS have very
good performance on some individual models. This observation implies the necessity
of constructing a comprehensive subjectively-rated MVQ database which incorporates
more models and more types of lossy operations affecting mesh connectivity, e.g., other
simplification algorithms, remeshing or even subdivision.

For the compression database (cf. Tab. 5), DAME has the highest overall PLCC
and SROCC : 93.5% and 85.6% for DAME against respectively 91.5% and 82.9% for
TPDM , the second best metric for this database. Initially, we encountered difficulties in
testing TPDM on the James, Jessi and Nissan models, which consist of many spatially
non-connected components ( 70, 138 and 212, respectively). Some of the components
have null Euclidean distance to each other, so that the vertex matching preprocessing
fails since a vertex may be incorrectly projected onto a different nearby component, even
without any introduced distortion. A simple solution has been adopted to resolve this
problem. We first identify such incorrectly projected vertices on the reference mesh by
conducting the TPDM comparison between the reference mesh and itself. The incor-
rectly projected vertices are those with non-zero LTPDM values. When performing a
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comparison with a distorted mesh, the LTPDM distances for these vertices are deduced
from the distance values of its 1-ring neighbors, via simple median filtering. This also
demonstrates that in order to conduct an effective MVQ assessment (especially for the
development of full-reference MVQ metrics), it is important to develop a robust, or ide-
ally perceptually-driven, mesh correspondence algorithm. The development of such an
algorithm remains an open research problem.

All in all, TPDM shows quite good performance on all the available subjectively-
rated mesh visual quality databases, as reflected by its high correlation with subjective
scores on most individual models, as well as on the whole repositories. In particular,
TPDM has the highest overall SROCC (the last column in the tables) on the general-
purpose, masking and simplification databases, and it is the second best performing
metric on the compression database. Furthermore, TPDM has always higher SROCC
than MSDM2 on all the four databases, and also under three cases out of four higher
PLCC values (the exception is the simplification database). It appears that the injection
of the information on the principal surface directions helps improve the MVQ assessment
performance.

TPDM also allows us to obtain a perceptually coherent distance map between two
meshes. Figure 7 illustrates the distance maps produced by TPDM and RMS between
the original Bimba model and a distorted Bimba after uniform random noise addition.
The map of TPDM is quite consistent with human perception (i.e., the perceived distor-
tion is higher in smooth regions than in rough regions), while the map of RMS is purely
geometric and fails to capture the visual masking effect.

Fig. 7. From left to right: the original Bimba model, the distorted Bimba model after uniform
random noise addition, the distance map of TPDM between the two meshes, and the
distance map of RMS . In the distances maps, warmer colors represent higher local
distance values.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 8. Application of TPDM to the perceptual evaluation of robust mesh watermarking: (a)
original Bunny model; (b) Bunny watermarked by using the method in [33]; (c) and (d)
models watermarked by the method in [21] giving, respectively, the same MRMS and
TPDM distortion as (b); (e) original Venus model; (f) Venus watermarked by the method
in [33]; (g) and (h) models watermarked by the method in [21], giving, respectively, the
same MRMS and TPDM distortion as (f). The TPDM values are those obtained after
psychometric fitting.

4.2. Applications

In this subsection, we show two simple examples to illustrate the potential of TPDM
in practical mesh applications. The two examples concern, respectively, the quality
evaluation of watermarked meshes and the optimum quantization level selection for mesh
vertex coordinates.

Figure 8 shows the potential application of our metric TPDM in the visual quality
assessment of watermarked meshes or, more generally, in the benchmarking of robust
mesh watermarking algorithms. Indeed, when comparing two robust watermarking al-
gorithms, a common strategy is to first of all fix the amount of distortion induced by
watermark embedding, and then compare the robustness of watermarks against a series
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Fig. 9. Application of TPDM for the selection of optimum quantization level of mesh vertex
coordinates: (a) TPDM vs. quantization levels, with threshold τTPDM = 0.40; and (b)
95-th percentiles of LTPDM vs. quantization levels, with threshold τLTPDM = 0.40.

of attacks, such as noise addition, smoothing and simplification. The question comes to
how to quantify the induced distortion. We consider that using classical mesh geometric
distances (e.g., maximum root mean squared error, MRMS [6, 11]) is not appropriate,
at least when the watermarked meshes are used in applications having human beings as
users. In Figs. 8(b) and 8(f) (second column of the figure) we show two watermarked
models generated by the method of Wang et al. [33]. We show in Figs. 8(c) and 8(g)
(third column) the corresponding watermarked models produced by the method of Cho
et al. [21] that have exactly the same MRMS as Wang et al.’s models. Despite having
the same MRMS values, the watermarked models produced by the two methods are of
significantly different visual quality, and so it would be unfair to conduct robustness
comparison on these models. In contrast, the comparison would be fair enough, at least
for applications where the visual quality of watermarked mesh is very important, if we
fix the amount of TPDM distortion induced by the two methods. We show in Figs. 8(d)
and 8(h) (last column) the watermarked models produced by the method of Cho et
al. [21] that have exactly the same TPDM values as the models of Wang et al. The
watermarked meshes are of comparable and good visual quality.

The second potential application of TPDM shown here is automatic selection of the
optimum quantization level of mesh vertex coordinates, defined as the minimum number
of bits allocated for representing each quantized coordinate that does not introduce
unacceptable visual distortion. Vertex coordinate quantization is almost a mandatory
step in lossy mesh compression, but the selection of optimum quantization level is in
general mesh-dependent and tedious, which often requires efforts of human observers.
TPDM could help us facilitate this task. For this purpose, we introduce two kinds
of thresholds, as explained below. The first threshold τTPDM is defined on the global
TPDM value, which guarantees good global visual quality of the mesh after quantization.
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In Fig. 9(a) we plot TPDM values versus quantization levels for four meshes of different
geometric complexity, and the threshold (i.e., the maximum allowable TPDM introduced
by quantization) is fixed as 0.40. The second threshold τLTPDM is defined on the local
tensor-based perceptual distance measures, so as to ensure precise control of the local
distortion. For this local control, we first compute the 95-th percentile of the LTPDM
distances after quantization (i.e., the value below which 95 percent of LTPDM distances
may be found in a quantized mesh), and then compare this percentile value with τLTPDM .
In Fig. 9(b) we show the 95-th percentiles of LTPDM versus quantization levels, and
the threshold τLTPDM is fixed as 0.40, the same value as τTPDM . Compared to the
global threshold, the local threshold appears to be a more strict metric for the control
of introduced distortion. We show the quantization results in Fig. 10. For Chinchilla
and Bimba, both global and local thresholds select the same level as the optimum, i.e.,
10 bpc (bits per coordinate) for Chinchilla and 11 bpc for Bimba, which are consistent
with human perception. For Horse, after applying the global threshold, a relatively low
quantization level 10 bpc is selected, which results in a mesh of rather globally acceptable
visual quality, but with some high-amplitude local distortions (especially on the head);
the local threshold is stricter and selects 11 bpc as the optimum, so as to avoid visually
unacceptable local distortion. Another remark is that TPDM may result in unstable
assessment results for meshes with relatively few vertices. As shown in Fig. 9(a), for
Chinchilla, which has 4307 vertices, the distorted mesh obtained after 10-bit quantization
is of better quality than the mesh obtained after 11-bit quantization, according to the
TPDM values. Although the two meshes are of rather comparable visual quality (cf.
Figs. 10(b) and 10(c)), we think that this is a drawback of the proposed metric, and an
improvement on this point will be part of our future work.

5. Conclusion and Future Work

A new curvature-tensor-based approach to objective evaluation of visual mesh quality
has been proposed. We show that it is beneficial to use the information on both the
curvature amplitudes and the principal curvature directions for MVQ assessment. The
local tensor distance that we propose may be found useful in other mesh applications,
such as mesh segmentation and shape matching. Experimental results show that our
TPDM metric has high correlation with subjective scores and performance comparable
with the best performing MVQ metrics proposed so far. Finally, two simple examples
illustrate the potential applications of the proposed metric.

TPDM implementation is freely available on-line at http://www.gipsa-lab.fr/

~fakhri.torkhani/software/TPDM.rar. Future work will consists mainly in integrat-
ing more HVS features into the metric (e.g., the contrast sensitivity function), extending
the metric to perceptual evaluation of triangular meshes with photometric properties
(i.e., with color and textures), and developing a curvature-tensor-based visual quality
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(a) Q = 9 bpc (b) Q = 10 bpc (c) Q = 11 bpc

(d) Q = 10 bpc (e) Q = 11 bpc (f) Q = 12 bpc

(g) Q = 9 bpc (h) Q = 10 bpc (i) Q = 11 bpc

Fig. 10. Application of TPDM to the selection of optimum quantization level of mesh vertex
coordinates. For Chinchilla (first row, (a)-(c)), both global and local thresholds select
10 bpc as the optimum level (Q in bits per coordinate). For Bimba (second row, (d)-(f)),
both global and local thresholds select 11 bpc as the optimum level. For Horse (third
row, (g)-(i)), the global threshold selects 10 bpc as the optimum level while the local
threshold selects 11 bpc as the optimum level.
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metric for dynamic meshes. In particular, for perceptual evaluation of dynamic meshes,
it would be interesting to derive a spatial-temporal perceptually-oriented curvature ten-
sor distance that accounts for both the spatial visual masking effect (as shown in this
paper) and the temporal visual masking effect due to the movement of the 3D mesh.
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Bag of Words – quality issues of near-duplicate
image retrieval
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Abstract. This paper addresses the problem of large scale near-duplicate image retrieval. Issues related

to visual words dictionary generation are discussed. A new spatial verification routine is proposed. It

incorporates neighborhood consistency, term weighting and it is integrated into the Bhattacharyya

coefficient. The proposed approach reaches almost 10% higher retrieval quality, comparing to other

recently reported state-of-the-art methods.

Key words: spatial verification, vector space model, visual words, clustering.

1. Introduction

In recent ten years lots of research effort has been put to the problem of large scale near-
duplicate image retrieval. Databases containing thousands or even millions of images
are successfully processed by efficient retrieval algorithms. The basic and well known
technique for efficient near-duplicate retrieval is vector space model [1, 5, 15]. Feature
representation used in vector space model is called bag of words (BoW). Bag of words is
a histogram (one-dimensional in most cases) representing a single image and constructed
from many visual words [5]. A visual word is a single feature vector compressed to a
single numeric value (group, cluster). Image similarity measurement is usually done
by histogram comparison. Application of various histogram similarity measures [9] is
possible. Efficient image retrieval systems are constructed on top an of inverted index
structure [8]. Data related to visual words is stored in inverted index files. Files are read
on demand, thus memory usage is kept low. Computational complexity of the retrieval
process is less than O(n) per image pair, where n is the number of visual words of the
image.

1.1. Research background

Plain bag of words histogram comparison is not sufficient in many cases. Visual words
context has to be taken into account (similarly as in Natural Language Processing) us-
ing spatial (context) analysis. Spatial analysis methods come in two major categories:
global and local. Global methods find image transformations (usually affine or perspec-
tive) between images. Major approaches are: RANSAC [2] based methods for single
transformation detection (e.g. [18]), Hough transformation for multiple object detection

Machine GRAPHICS & VISION 23(1/2):83–96, 2014. DOI: 10.22630/MGV.2014.23.1.5 .

https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2014.23.1.5


84 Bag of Words – quality issues of near-duplicate image retrieval

(e.g. [7, 17]) and non-linear approaches (e.g. [16]). Local methods usually verify visual
word neighborhood consistency, e.g. [4].

Spatial image analysis is a time consuming process, much slower comparing to simple
histogram comparison. An efficient, spatially enforced retrieval scheme is hierarchical.
First, a complete database of images is processed using histogram similarity measure-
ment. Later on, a subset of best results is analyzed using spatial methods. In the paper
we address both issues: efficient histogram comparison and spatial analysis of images.

1.2. Contribution

The contribution of the paper is the following. We propose an extended version of simple
spatial verification routine [4]. We show that the commonly used cosine bag of words
similarity measure [10,18] is outperformed by Bhattacharyya coefficient and χ2 distances.
We discuss bag of words dictionary generation. We point out a problem in a commonly
used experimental protocol.

The paper is organized as follows. The second section presents the complete retrieval
scheme, together with our proposals. The third section demonstrates the experiments
performed. The last section concludes our work.

2. Image retrieval method

The discussed retrieval method is based on the vector space model [1]. The vector space
model assumes the existence of discrete terms (words), which describe both the database
and the query. The model has been originally used in Natural Language Processing,
where terms are naturally related to words or concepts. The model can be effectively
used in image processing [5]. However the existence of discrete terms is not obvious.
Visual terms also known as visual words have to be generated from visual features,
which are usually continuous in nature. The process of visual terms generation can
be modeled as a grouping problem and performed using variants of k-means method.
Representation of a single image consists of many high dimensional feature vectors (key
points, key regions) [6]. Each vector is converted into a visual term and thus the image
representation becomes a bag of words.

One of the elementary issues in vector space model is a proper construction of visual
term dictionary. Construction of the dictionary is an unsupervised grouping problem.
There are many grouping approaches, but classic k-means have gained most popularity.
Application of k-means is not accidental – it minimizes the total distance between cluster
centers and data points. To speed up the grouping routine some researches have applied
various modifications of k-means, including: hierarchical k-means and approximate k-
means [10]. We revert to the original k-means with much success.

Bag of words representing a single image may be defined both in terms of vectors
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and probability distributions, thus both vector similarity and PDF similarity measures
may be used. For efficient retrieval the similarity function has to be calculated on sparse
vector representation in O(n+m) computational complexity, where n and m are number
of non-zero elements in sparse BoW vectors. Only a subset of similarity measures follow
this criterion. The widely recognized and used one is the cosine similarity:

cos(x, y) =
∑
i∈V

xiyi, (1)

where: x and y are L2 normalized vectors representing weighted image BoW’s, V is the
set of visual words, xi and yi are BoW values of the i-th bin.

After the generation of the initial bag of words ranking, spatial verification takes
place. It is a key issue in successful near-duplicate retrieval [10]. There are many
approaches to spatial verification, including:

1. geometry-based approaches that reconstruct various transformations between two im-
ages, e.g., RANSAC [2,10], Hough Transform [17];

2. topology-based approaches focused on various local pseudo-invariants, e.g. [3, 4].

Further post-processing methods are also available, such as query expansion. They
are outside the scope of our research and we do not address them in the paper. However,
it is worth noting that the presented approach is compatible with these routines.

2.1. Alternative bag of words similarity measurement

Let us first address the similarity measurement of two images in a vector space model.
Many similarity measures may be used in the vector space model [9]. We have analyzed
several of them. Two of them proven to be worth of interest.

A measure that is rarely used in image retrieval, but has proven to be interesting,
is Bhattacharyya coefficient of two probability distributions. In this case each BoW
representation becomes a discrete PDF (L1 normalized vector). Distribution similarity
is defined as follows:

BC(x, y) =
∑
i∈V

√
xiyi, (2)

Another measure worth noting is χ2 histogram distance. There are several variants
of χ2 [9], we choose the symmetric one:

χ2(x, y) =
∑
i∈V

(xi − yi)
2

xi + yi
. (3)

Both of the above similarity measures can be used in inverted–index retrieval ap-
proach. Usage of BC(x, y) is straightforward, because only corresponding non-zero el-
ements influence the final result. χ2 distance integration is slightly more difficult. Let
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us assume that x is the query image. In such case Vx ⊂ V is the set of visual words
belonging to x through which we iterate:

χ2(x, y) =
∑
i∈V

(xi − yi)
2

xi + yi
=
∑
i∈V

x2
i

xi + yi
+
∑
i∈V

y2i
xi + yi

− 2
∑
i∈V

xiyi
xi + yi

= (4)

=
∑
i∈Vx

x2
i

xi + yi
+

(∑
i∈V

y2i
yi

−
∑
i∈Vx

y2i
yi

+
∑
i∈Vx

y2i
xi + yi

)
− 2

∑
i∈Vx

xiyi
xi + yi

.

The above equation shows that only one component per database image has to be pre-
computed (

∑
i∈V yi). All other are either equal to 0 or may be calculated only from

Vx ⊂ V , during inverted index lookup.

2.2. Proposed spatial validation routine

Let us now describe the main research contribution of this paper. The proposed method
is a spatial validation routine. The basic idea of the approach may be traced back to
early works of Mohr and Schmid [3, 4], later incorporated into the vector space model
by Sivic [5]. The main idea is to check spatial consistency of neighboring pairs. The
higher the spatial consistency the better. We extend this idea using other well known
techniques in the following ways:

1. neighboring pairs are tf-idf weighted instead of simple counting to incorporate their
importance in vector space model (e.g. [12]),

2. neighborhood size is dynamic and is relative to key points size ratio,

3. neighboring pairs consistency is relative to key point size ratio and key point distance
ratio,

4. the routine is integrated into Bhattacharyya coefficient giving a re-weighted BoW
histogram.

First let us define a standard tf-idf weighted Bhattacharyya coefficient:

BCtf idf (x, y) =
∑
i∈V

√
tf(xi) · idfi · tf(yi) · idfi. (5)

Term frequencies tf(xi) and tf(yi) represent histogram bin data. In spatial verification
routine they have to be replaced by the neighborhood consistency function SV (xi, yi):

BCSV (x, y) =
∑
i∈V

√
idf2

i · SV (xi, yi). (6)

Spatial verification function SV (xi, yi) measures the consistency of all key point pairs
belonging to the i-th bin. Let us define a functionN(a, b) which measures the consistency
of a key point pair (a, b). Consistency value has to be normalized, thus maximum
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possible consistency M(a, b) has to be defined. Functions N(a, b) and M(a, b) are defined
further, by eqs. (9) and (10). Basic spatial consistency is defined as a ratio of measured
consistency and maximum consistency (e.g. [12, 14]):

SVbasic(xi, yi) =
∑

(a,b)∈Pi

|N(a, b)|
|M(a, b)|

, (7)

where: Pi = xi × yi – set of key point pairs belonging to i-th BoW bin, i.e., a Cartesian
product of key point sets xi and yi.

The down side of such spatial consistency is that all neighboring pairs have the
same contribution. As we know from the vector space model, some key points are more
important than other ones. Their importance is measured by tf-idf. Following this idea,
spatial verification with key point pair importance measurement is defined as:

SVtf idf (xi, yi) =
∑

(a,b)∈Pi

∑
(α,β,k)∈N(a,b) idfk∑
(α,β,k)∈M(a,b) idfk

, (8)

where: (α, β) is the neighboring key point pair and it belongs to cluster k.

To address scale-invariance problem, neighborhood size for key point a and key
point b should not be set equal. Useful information about scale can be extracted from
square roots ra and rb of the areas of key points a and b. Thus neighborhood functions
N(a, b) and M(a, b) are defined as:

N(a, b) = {(α, β) ∈ P : ||a, α|| < ϵ ∧ rb||b, β|| < raϵ} , (9)

and
M(a, b) = {(α, β) ∈ P : ||a, α|| < ϵ ∨ rb||b, β|| < raϵ} . (10)

where: P is the set of all key point pairs, ||·, ·|| stands for Euclidean distance and ϵ is
the distance limit. The above definition of N(a, b) and M(a, b) ensures that |N(a, b)| ≤
|M(a, b)| is always true.

Yet another information about quality of each key point pair can be extracted from
the relative size of key points. Given that pair (a, b) has size ratio ra

rb
, distances between

key points (||a, α|| and ||b, β||) should follow the same ratio. Distance ratio agreement
ratio(a, b, α, β) can be defined as:

ratio(a, b, α, β) = min

(
||a, α||ra
||b, β||rb

,
||a, α||rb
||b, β||ra

)
. (11)

Thus, final spatial verification routine SV (xi, yi) is defined as:

SV (xi, yi) =
∑

(a,b)∈Pi

∑
(α,β,k)∈N(a,b) idfk min

(
||a,α||ra
||b,β||rb ,

||a,α||rb
||b,β||ra

)
∑

(α,β,k)∈M(a,b) idfk
. (12)
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Finally, Bhattacharyya coefficient with spatially weighted histogram bins is defined as:

BCSV (x, y) =
∑
i∈V

√√√√√idf2
i

∑
(a,b)∈Pi

∑
(α,β,k)∈N(a,b) idfk min

(
||a,α||ra
||b,β||rb ,

||a,α||rb
||b,β||ra

)
∑

(α,β,k)∈M(a,b) idfk
. (13)

Let us now present the retrieval quality verification of all the discussed ideas.

3. Experimental verification

The proposed retrieval approach has been experimentally verified according to well
established image retrieval protocols. Quality is measured using mean average preci-
sion. Reference queries and reference results are predefined. Precision–recall curves are
shown. Two widely recognized image datasets are used in the process: Oxford5K [10]
and Paris6K [11]. Our experiments address the following aspects of retrieval quality:

1. influence of number of k-means iterations during visual words dictionary generation,

2. influence of BoW similarity measurement,

3. a small flaw in the widely used experimental protocol,

4. proposed spatial verification routine,

5. cross-database visual words dictionary use.

3.1. Clustering and number of k-means iterations

The first of the addressed issues deals with the quality of BoW representation. It has
been shown by researchers that high dimensional BoW gives better retrieval quality
comparing to low dimensional ones. A standard approach based on approximate k-
means have been used in several state-of-the-art papers [10, 18]. In our experiments we
show that reverting to standard k-means can lead to higher quality. We also show that
only a few k-means iterations are necessary to get satisfying clusters quality.

Modern hardware allows highly efficient implementation of k-means, using vector
CPU and GPU processing (e.g. [13]). Thus, computational complexity of k-means
method is no longer a problematic issue. Despite large increase in speed, the generation
of visual words dictionary still takes some time. One iteration with 32 simultaneous
distance calculations (CPU, 8 threads and 4 values in SIMD instructions) takes from
several minutes to few hours for the presented data. Thus, we would like to know if it is
worth iterating until k-means converges or it is possible to stop earlier.

Obviously, in each iteration of k-means the total distance between cluster centers and
data points decreases. This decrease leads to cluster centers improvements and in result,
to better retrieval quality. Achieved results are presented in Tab. 1. Our experiments
show that it is sufficient to perform only a few k-means iterations.
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Tab. 1. Retrieval quality for various number of k-means iterations.

iteration k-means distance RootSIFT descriptor [18]
number distance change cos(x, y) BC(x, y) χ2(x, y)

Oxford5K image dataset, 500000 clusters
0 1,732,112,755 – 0.740 0.761 0.760
1 1,511,378,391 220,734,364 0.751 0.773 0.772
2 1,486,011,493 25,366,898 0.758 0.783 0.783
5 1,465,147,423 20,864,070 0.764 0.786 0.786
10 1,459,041,178 6,106,245 0.763 0.787 0.786

Tab. 2. Retrieval quality for various vocabulary sizes and similarity measures.

vocabulary SIFT descriptor [6, 7] RootSIFT descriptor [18]
size cos(x, y) BC(x, y) χ2(x, y) cos(x, y) BC(x, y) χ2(x, y)

Oxford5K image dataset
50000 0.673 0.661 0.659 0.708 0.692 0.696
100000 0.688 0.688 0.684 0.736 0.741 0.741
200000 0.720 0.738 0.733 0.760 0.771 0.770
500000 0.726 0.756 0.748 0.762 0.787 0.787
1000000 — — — 0.746 0.781 0.779

Oxford5K image dataset – original clusters reference
1000000 0.636 [10] — — 0.683 [18]

Paris6K image dataset
200000 — — — 0.742 0.753 0.759

3.2. Bag of words similarity measures

A standard framework for large scale image retrieval uses cosine similarity of image BoW
representation. Our experiments have shown that better results may be obtained with
other similarity measures. Table 2 compares BoW retrieval results obtained for: cosine
similarity, Bhattacharyya coefficient and χ2 histogram distance. Cosine similarity turns
to be the least effective because bag of words is in fact a histogram. Similar conclusions
have been drawn by Zisserman [18] regarding SIFT features, when RootSIFT features
were designed.

Comparison of retrieval quality is presented in Tab. 2. Precision–recall curves are
shown in Fig. 1. Retrieval quality using Bhattacharyya coefficient and χ2 histogram
distance is higher in 7 out of 10 tested cases. These 7 cases are the important ones,
because they have the highest overall quality. Achieved quality values are higher by up
to 4%. Yet another interesting result is the comparison with state-of-the-art reference
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(a) 100000 (b) 200000 (c) 500000

Fig. 1. Precision–recall curves for various vocabulary sizes and similarity measures (cos, BC, χ2); Ox-
ford5K database, RootSIFT descriptor.

results. Using the proposed approach, the achieved results quality is 8% higher for
RootSIFT features and 9% higher for SIFT features.

3.3. Discussion on experimental protocol

In this section we would like to point out a small flaw in the broadly accepted experi-
mental protocol. As pointed in [10] all 16.7M feature vectors are used in visual words
dictionary generation. This approach does not seem to be valid in terms of machine
learning quality estimation, because it is positively biased. The value of the bias in-
creases with the size of the dictionary, because there are less and less vectors assigned to
each group. Given Oxford5k database and 1M clusters, there are only about 17 vectors
per cluster.

Comparison of clustering with and without query vectors is presented in Tab. 3.
A decrease in retrieval quality is clearly visible in all cases.

Tab. 3. Retrieval quality for visual words dictionary generation with and without query vectors.

vocabulary grouping with all vectors grouping without query vectors
size cos(x, y) BC(x, y) χ2(x, y) cos(x, y) BC(x, y) χ2(x, y)

Oxford5K image dataset
50000 0.708 0.692 0.696 0.646 0.650 0.652
100000 0.736 0.741 0.741 0.717 0.715 0.712
200000 0.760 0.771 0.770 0.731 0.743 0.741
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There are two conclusions. First, more care should be taken when experimental
protocols are constructed, because flaws like this one may lead to incorrect conclusions.
Second, despite the drop in quality, Bhattacharyya coefficient and χ2 distance are still
better than cosine similarity, especially when the number of clusters increases.

3.4. Proposed spatial verification

Next performed experiment addresses the proposed spatial verification. Retrieval is
organized in a hierarchical way [10, 18]. First, BoW similarity is calculated for the
entire database. Results are ordered according to similarity (most similar come first).
Top n images processed using spatial verification (n = 1000, according to the accepted
protocol). After the verification, the subset of images is resorted once again.

First, we present baseline results of the spatial verification. The results of the fol-
lowing approaches are shown in Tab. 4:

• plain BoW with BC similarity measure (reference),

• spatial verification without BC integration (no square-root and L2 distance as norm),

•BCSV variant without tf-idf weighting and without relative size of neighborhood,

•BCSV variant without relative size of neighborhood,

•BCSV variant without tf-idf weighting,

• full BCSV proposed approach.

The proposed BCSV outperforms all the other tested approaches. The following order
of contribution arises out of the presented result:

•BC integration plays the key role and contributes most,

• relative key point size weighting is secondary,

• tf-idf contribution is least significant, but still permanent.

It is worth emphasizing that simple neighbors counting without the proposed ex-
tensions achieves worse results than plain bag of words retrieval (see Tab. 4, first and
second rows). Let us now present the experimental setup of the parameter ϵ (see eq. (9)

Tab. 4. Retrieval quality comparison of BoW and spatial verification variants.

retrieval tf-idf relative BC BoW dictionary size
approach neighbors size weight integration 100K 200K 500K
BoW, BC – 0.741 0.771 0.787

partial BCSV no no no 0.726 0.744 0.749
partial BCSV no no yes 0.775 0.795 0.809
partial BCSV yes no yes 0.779 0.797 0.810
partial BCSV no yes yes 0.783 0.804 0.819

BCSV yes yes yes 0.785 0.807 0.820
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Tab. 5. Retrieval quality for various ϵ parameter values in spatial verification.

dictionary ϵ parameter value
size 0.05 0.10 0.15 0.20 0.25
Oxford5K database, RootSIFT features

100000 0.777 0.792 0.785 0.784 0.781
200000 0.791 0.809 0.807 0.805 0.803
500000 0.803 0.817 0.820 0.818 0.817

Tab. 6. Retrieval quality comparison for BoW and proposed spatial verification.

dictionary method
size BoW BCSV BCSV - BoW gain(BCSV , BoW)

Oxford5K database, RootSIFT features
50000 0.692 0.754 0.062 8.9%
100000 0.741 0.785 0.044 5.9%
200000 0.771 0.807 0.036 4.6%
500000 0.787 0.820 0.033 4.2%
1000000 0.781 0.799 0.018 2.3%

reference [18] 0.683 0.720 0.037 5.4%
Oxford5K database, RootSIFT features, no queries in clusters
50000 0.650 0.713 0.063 9.6%
100000 0.715 0.769 0.054 7.5%
200000 0.743 0.786 0.043 5.7%

Oxford5K database, SIFT features
50000 0.661 0.719 0.058 8.8%
100000 0.688 0.745 0.057 8.3%
200000 0.738 0.785 0.047 6.4%
500000 0.756 0.787 0.031 4.1%

reference [18] 0.636 0.672 0.036 5.7%
Paris6K database, RootSIFT features

200000 0.753 0.783 0.030 4.1%

and (10)) specifying the neighborhood size. Tab. 5 presents retrieval quality with various
values of the parameter. Best retrieval quality is reached for ϵ ∈ ⟨0.10, 0.20⟩. Suggested
value of ϵ is 0.15. This value is used in all the presented experiments. Detailed results
of the final BCSV approach are presented in Tab. 6. Precision–recall curves for vari-
ous vocabulary sizes are presented in Fig. 2. Retrieval with spatial verification clearly
dominates bag of words retrieval in all the tested cases.
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(a) 100000 (b) 200000 (c) 500000

Fig. 2. Precision–recall curves for retrieval with and without spatial verification (BoW, SV), Oxford5K
database, RootSIFT descriptor, various vocabulary sizes.

Due to differences in BoW retrieval quality, comparison with reference approaches is
done using gain(x, y) measure for a given quality measure q:

gain(x, y) =
q(x)− q(y)

q(y)
. (14)

This approach works in favor of the reference approach. Reference BoW quality is lower
that achieved BoW quality. Thus it is more difficult for the proposed method to get
a similar quality increase. Presented results show that the proposed retrieval scheme
outperforms reference approach both in absolute values and in gain values.

3.5. Cross-database retrieval

The last presented test addresses cross-database retrieval. Visual words dictionary is
built on one database but tests are performed on a different database. In the presented
tests we use Oxford5K and Paris6K databases. This is a very important test because it
minimizes the problem of cluster over-training.

Achieved retrieval quality is much lower comparing to single database tests (see
Tab. 7). Visual words dictionary is not fine tuned for the retrieved data. One can
observe large differences in cluster quality directly estimated using the distance criterion
which k-means minimizes (Tab. 7, first column).

Interestingly, relations between quality of tested approaches are similar to those in
single database tests. Cosine similarity has worst results, spatial verification on Bhat-
tacharyya coefficient achieves highest quality. Gain values for spatial verification routine
on cross-database retrieval are larger than those for a single database test. For Oxford5K
database it reaches 9.7%, for Paris6K database it is equal to 6.9%.
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Tab. 7. Retrieval quality for cross database visual dictionary generation, 200000 clusters.

k-means retrieval approach
distance cos(x, y) BC(x, y) χ2(x, y) BCSV gain(BCSV , BoW)

Oxford5K image dataset, Paris6K clusters
1,617,336,879 0.587 0.603 0.607 0.662 9.7%

Oxford5K image dataset, Oxford5K clusters
1,538,261,883 0.760 0.771 0.770 0.807 4.8%

Paris6K image dataset, Oxford5K clusters
1,879,399,544 0.608 0.619 0.630 0.662 6.9%

Paris6K image dataset, Paris6K clusters
1,774,815,215 0.742 0.753 0.759 0.783 4.1%

3.6. Concluding remarks

Taking into account the above experiments we found the following conclusions. Quality of
visual words dictionary has a large impact on the retrieval quality. The above statement
confirms the results and conclusions reached by other researchers. However, the usage
of exact k-means instead of approximate or hierarchical versions seems to be a better
choice. Modern hardware (both CPU and GPU) makes usage of exact k-means no longer
a blocker, as it was several years ago. We have also found out that only few iterations
of k-means is sufficient to get satisfying retrieval quality.

The second conclusion addresses a small flaw in the widely used experimental pro-
tocol [10]. We state that clustering all data, together with query vectors, breaks the
principles of machine learning. We show that when query vectors are removed from the
clustering process, the retrieval quality degrades.

The third conclusion focuses on the retrieval process itself. We suggest that Bhat-
tacharyya coefficient and χ2 distances should replace cosine similarity. They give better
retrieval quality (see Tabs. 1, 2, 3 and 7). We have also presented an alternative to
RANSAC–based spatial verification routine. The proposed approach combines neigh-
borhood consistency with term weighting and bag of words similarity measurement.
Measured gain values over standard bag of words approach are highest for cross-database
retrieval. In the presented scenario they reach 9.7%.

4. Summary

This paper shows that the potential of simple image retrieval approaches have not been
fully explored. Vector space model is a well known, researched and established technique.
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However, our approach has outperformed the recently reported results [18] by 10% using
the same experimental protocol. The reasons of such an improvement are:

• better visual words dictionary generation using k-means instead of approximate k-
means,

• application of less popular Bhattacharyya coefficient or χ2 distance instead of cosine
similarity.

The third reason and research contribution of the paper is the spatial verification. It
integrates neighborhood consistency with tf-idf neighbor weighting and key point size
ratio weighting. It is formulated as histogram weighting routine for Bhattacharyya co-
efficient. Measured gain values for the proposed spatial verification are between 2.3%
and 9.7%.
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Abstract. Template security of biometric systems is a vital issue and needs critical focus. The impor-

tance lies in the fact that unlike passwords, stolen biometric templates cannot be revoked. Hence, the

biometric templates cannot be stored in plain format and needs strong protection against any forgery. In

this paper, we present a technique to generate face and palm vein-based fuzzy vault for multi-biometric

cryptosystem. Here, initially the input images are pre-processed using various processes to make images

fit for further processing. In our proposed method, the features are extracted from the processed face

and palm vein images by finding out unique common points. The chaff points are added to the already

extracted points to obtain the combined feature vector. The secret key points which are generated

based on the user key input (by using proposed method) are added to the combined feature vector

to have the fuzzy vault. For decoding, the multi-modal biometric template from palm vein and face

image is constructed and is combined with the stored fuzzy vault to generate the final key. Finally,

the experimentation is conducted using the palm vein and face database available in the CASIA and

JAFFE database. The evaluation metrics employed are FMR (False Match Ratio) and GMR (Genuine

Match Ratio). From the metric values obtained for the proposed system, we can infer that the system

has performed well.

Key words: multimodal biometric cryptosystems, biometric template security, palm vein feature

extraction, face feature extraction, fuzzy vault, secret key.

1. Introduction

Biometric technology offers to identify people through physical measurements of unique
human characteristics or behavior. In other words, we all have unique personal attributes
that can be used for distinctive identification purposes, including a fingerprint, the pat-
tern of a retina, and voice characteristics. Biometric technology offers the promise of
an easy, secure method to make highly accurate verifications of individuals. It guar-
antees a means of identification that cannot be stolen, lost or forgotten, are being in-
creasingly demanded in security environments and applications like access control and
electronic transactions. By replacing Passwords, biometric techniques can potentially
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prevent unauthorized access to or fraudulent. However, even the best biometrics to
date is still facing numerous problems, some of them inherent to the technology itself.
Multibiometrics are a relatively new approach to overcome these problems by having
multiple samples of a single biometric trait (called multi sample biometrics) or samples
of multiple biometric traits (called multi-source or multimodal biometrics) [5].

The use of biometric data in the context of identity attribute verification poses several
non trivial challenges because of the inherent features of the biometric data. In general,
two subsequent readings of a given biometrics do not result in exactly the same biometric
template. Therefore the matching against the stored template is probabilistic. Storing
biometric templates in repositories along with other personally identifiable information
introduces security and privacy risks [6]. Those databases can be vulnerable to attacks
by insiders or external adversaries and may be searched or used for purposes other than
the intended one. If the stored biometric templates of an individual are compromised,
there could be severe consequences for the individual because of the lack of revocation
mechanisms for biometric templates [26].

In many medical practices, X-ray and ultrasonic scanning are used to form vascular
images. This is not acceptable for general purpose biometric applications in the real
world. Therefore, obtaining the palm vein pattern images in a fast and non-invasive
manner is the key challenge in a vein pattern biometric system [10]. The personal iden-
tification using hand and palm vein has gained more and more research attentions these
years as it seems a better biometric feature that finger print and other modalities [4,14].
Palm print recognition is getting popular in personal authentication because it pro-
vides robust features from a large palm area and the palmprint image can be captured
with a cost effective device. In general, a typical palm print acquisition device oper-
ates under visible light and can acquire three kinds of features: principle lines (usually
the three dominant lines on the palm), wrinkles (weaker and more irregular lines) and
ridges (patterns of raised skin similar to fingerprint patterns). A resolution of about
100 dpi (dots per inch) [2, 3] can be used to acquire principal lines and wrinkles while
a higher resolution, usually 500 dpi, is required to acquire ridge features. However,
such a high resolution will increase significantly the computational cost to extract ridge
features because of the large image size of palm, and hence prevents the system from
being implemented in real time. Therefore, most of the palmprint base systems capture
low resolution palmprint images using CCD (charge coupled device) cameras and many
algorithms have been proposed for feature extraction and matching [11, 12, 17, 18, 20].
Face is another biometric modality is used regularly these days and has been researched
to have better results.

The main challenge for embedded versions is to provide a secure storage of the ref-
erence template. Embedded devices are vulnerable to eavesdropping and attacks. Thus
alternative protection mechanisms need to be investigated. Recently, a novel crypto-
graphic technique called the fuzzy commitment scheme has been proposed for biometric
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authentication [1]. The scheme integrates well known error control coding methods and
cryptographic techniques to construct a novel type of cryptographic system. Instead of
an exact, unique decryption key, a reasonable close witness can be accepted to decrypt
the commitment. This characteristic makes it possible for protecting the biometric data
using traditional cryptographic techniques [25].
In this paper, we have designed and developed a face and palm vein-based fuzzy vault
technique that improves the multimodal biometric template security especially. Initially,
the preprocessing steps are applied to both palm-vein and face images for enhancement
and smoothing. Then, the features of two biometric images are extracted by finding
the common unique points in the images and the extracted features are combined along
with chaff points for generating multimodal biometric template. Finally, the multimodal
biometric template and the input key are used to generate the fuzzy vault. For decoding,
the multimodal biometric template from palm vein and face image will be constructed
and it is combined with the stored fuzzy vault to generate the final key. Finally, the
experimentation will be conducted using the palm vein and face database available in
the CASIA and JAFFE database.

The rest of the paper is organized as follows: A brief review of researches related to
the proposed technique is presented in section 2. The proposed biometric storage using
fuzzy vault technique is presented in Section 3. The detailed experimental results and
discussions are given in Section 4. The conclusions are summed up in Section 5.

2. Brief Review of Related Works

Literature presents lot of works related to biometric recognition and template storage.
Here, some of works related to these are reviewed in this section. Abhilasha Bhargav
et al. [26] have presented biometrics-based identifiers for digital identity management.
They presented algorithms to reliably generate biometric identifiers from a user’s bio-
metric image which in turn was used for identity verification possibly in conjunction with
cryptographic keys. Their algorithm captured generic biometric features that ensured
unique and repeatable biometric identifiers. They also ensured security and privacy
of the biometric data. K. Nandakumar [21] has presented a fingerprint cryptosystem
based on minutiae phase spectrum. He proposed a minutiae representation known as
the Binarized Phase Spectrum (BiPS), which was a fixed-length binary string obtained
by quantizing the Fourier phase spectrum of a minutia set. He secured the BiPS repre-
sentation using a fuzzy commitment scheme employing turbo codes. He also proposed a
technique for aligning fingerprints based on the focal point of high curvature regions.

Dr. S. Ravi and Mahima S. [27] have presented several significant strides in facial
expression recognition and its applications. At first, the facial expression was measured
by virtue of its position. The results for this procedure was far from accurate because
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static nature and deficient of intensity measurements. The facial EMG has made a rad-
ical transformation in the calculation of automatic variation in onset and offset of facial
expression. The shortfall owing to static nature has been rectified with the insertion of
facial expression recognition by image sequence. The expressive expression where map-
ping is carried out with ratio images, made it probable to calculate the transformation of
one person’s expression by calculating expression ratio image to produce more expressive
facial expressions of any other person. Ghandi et al. [16] have presented a technique to
detect facial emotion by employing a modified Particle Swarm Optimization algorithm,
which they named as Guided Particle Swarm Optimization (GPSO). The technique en-
gages tracking the activities of Action Units (AUs) located at suitable points on the face
of a subject. Two dimensional rectangular shaped search spaces were defined around
each of the action units and particles were then described to contain a constituent in
each domain, efficiently building a 10-dimensional search space inside which particles fly
in search of a solution. Multiple swarms were employed where each swarm had a target
emotion.

Peng Li et al. [23] have presented an alignment-free fingerprint cryptosystem based
on fuzzy vault scheme. They introduced an alignment-free fingerprint cryptosystem
based on fuzzy vault scheme was developed fusing the local features, known minutia
descriptor and minutia local structure, which were invariant to the transformation in
fingerprint capturing. The proposed fingerprint cryptosystem avoided the alignment
procedure and improved the performance and security of the fuzzy vault scheme at the
same time. David Zhang et al. [20] have presented online joint palmprint and palmvein
verification method for increasing the anti-spoof capability of the system. Yiding Wang
et al [25] have presented hand-dorsa vein recognition based on partition local binary
pattern. They introduced hand-dorsa vein recognition method based on Partition Local
Binary Pattern (PLBP). The method employed hand-dorsa vein images acquired from
a low-cost, near infrared device. After preprocessing, the image was divided into sub-
images. LBP uniform pattern features were extracted from all the sub-images, which
were combined to form the feature vector for token vein texture features. The method
was assessed using a similarity measure obtained by calculating the distance between
the feature vectors of the tested sample and the target sample.

Maleika Heenaye et al. [22] have presented feature extraction of dorsal hand vein pat-
tern using a fast modified PCA algorithm based on Cholesky decomposition and Lanczos
technique. Principle Component Analysis (PCA) was a successful method which was
originally applied on face biometric. They modified PCA using Cholesky decomposition
and Lanczos algorithm to extract the dorsal hand vein features. This modified tech-
nique decreases the number of computation and hence decreases the processing time.
The eigenveins were successfully computed and projected onto the vein space. Zhenhua
Guo et al. [19] have presented palmprint based verification method. They proposed a
unified distance measure and provided some principles for determining the parameters
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of the unified distance. They showed that, using the same feature extraction and coding
methods, the unified distance measure got lower equal error rates than the original dis-
tance measures. Zhenhua Guo et al. [28] have presented empirical study of light source
selection for palmprint recognition. They analyzed that most of the current palmprint
recognition systems used an active light to acquire images, and the light source was a
key component in the system. Although white light was the most widely used light
source, little work had been done on investigating whether it was the best illumination
for palmprint recognition. They studied the palmprint recognition performance under
seven different illuminations, including the white light. A large database showed that
white light was not the optimal illumination, while yellow or magenta light could achieve
higher palmprint recognition accuracy than the white light.

Xiangqian Wu et al. [24] have presented a biometric system based on hand vein. They
presented a hand vein recognition system, which extracted and combined the dorsal, palm
and finger vein for personal recognition. In the proposed system, the whole infrared
frontal and back images of a hand were initially captured. Secondly, the Region Of
Interest (ROI) of dorsal, palm and finger vein images were cropped. Thirdly, the veins
in each ROI were extracted and matched by using multi-scale 2-D Gaussian matched
filter. Finally, the matched distances were fused to form the final distance for decision
by employing SVM classifier.

3. Proposed Technique to Generate Face and Palm Vein-Based Fuzzy Vault
for Multi-Biometric Cryptosystem

Template security is an important concern in biometric systems because unlike pass-
words, stolen biometric templates cannot be revoked. Due to these reasons, biometric
templates should not be stored in plaintext form and fool-proof techniques are required to
securely store the templates such that both the security of the application and the users’
privacy are not compromised by adversary attacks. However, a multi-biometric system
requires storage of multiple templates for the same user corresponding to the different
biometric sources. Hence, template security is even more critical in multi-biometric
systems where it is essential to secure multiple templates of a user.

In our technique, we make use of biometric modalities of face and palm print of
a person. The input biometric image is initially pre-processed and feature extracted.
Features from both the biometric modalities are then combined to have the combined
biometric feature vector, to which the chaff points and secret key points are added to
have the fuzzy vault. In the test phase, the test person’s face and palm vein biometric
images are matched to the fuzzy vault and if matched, secret key is extracted by the
technique. The technique is split into four phases: a) Pre-processing, b) Combined
feature vector generation, c) Fuzzy vault generation and d) Test case.
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3.A. Pre-Processing Phase

The input face and palm vein images are pre-processed before its feature extracted so
as to have better results. Pre-processing makes the image fit for further processing
of feature extraction and gets rid of the noise and blur in the input image. The pre-
processing methods involved in face and palm vein are almost same except in few steps.
Palm vein image is initially done by cropping, which is absent in processing of face image.
The other difference is that edge detection is used in face image instead of motion filter
which is used in palm vein image. The block diagram of the pre-processing phase is
given in Figure 1.

Cropping refers to removal of unwanted areas from the input image so as to obtain
the image with area of interest. In our case, the inner part of the input palm vein is only
required, hence we remove other parts including fingers form the image. Image Scaling
is the process of enhancing the smoothness, sharpness and resizing a digital image. The
main objective of the scaling is to rescale the input image size to a standard size and as
a result of image scaling different size images are resized to a single standard size. Image
scaling makes the further processing easier. The resized images are then type converted
to double precision format. Double precision is a computer number format that store in

Fig. 1. Block Diagram of the Pre-Processing Phase
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two adjacent storage locations. A double-precision number, also called as a double, may
be defined to be an integer, fixed point or floating point.

The input images in RGB format are then converted to grey scale images. Greyscale
images are composed exclusively of shades of grey, varying from black to white based on
intensity value. The grey image is then binary changed where the image is converted to
binary format. A binary image has only two possible values for each pixel which is either
digits zero or one which are typically represented by the black and white colours. The
binary image is motion filtered in case of palm vein image where the linear motions of
the images are approximated. Motion filtering is carried with the help of line smoothing
process. Smoothing of the image is to build an approximating function that effort to
detect vital patterns, while leaving out noise. Here, the image pixels are modified so
that the noise pixels are reduced and smoother image is obtained. Here, the smoothed
values can be written as a linear transformation of the observed values. In case of face
image, the edge detection is carried out to find out the edge points in the input face
image. Edge detection for face is vital as features have to be extracted from the face
area and not from the outside area. Detection of face edge also results in extraction of
points form face edges which is a property of the individual’s face as the shape of face
varies from person to person.

The image is enriched through image adjustments where various parameters are de-
cided for adjusting the images such as image intensity levels, brightness and colour
balance. These parameters improve the quality of the image which in turn yields better
feature extraction. Morphological Operation is employed subsequently which is defined
by image processing operations that process images based on shapes is a broad set of
morphology. The output image is based on a comparison of the corresponding pixel
in the input image with its neighbor’s and the value of each pixel in a morphological
operation. We add pixels to the boundaries of objects in an image and we make use
of dilation in morphological process for both palm vein image as well as face image.
Set-theoretic processes like union and intersection are employed to describe morpholog-
ical operations. The two inputs for the morphological operation are binary image and
structuring element. Initially the image Im is adjusted for contrast and intensity and
is subsequently converted to the binary form Imb. The enhanced image is obtained
through the morphological operation ’imerod’ that utilizes the structuring element Sa
using the equation:

ImbΘSa =
⋂
jϵSa

A−j

The above equation is employed for computing the erode function. The maximum in-
tensity pixels of the image alone are selected by using morphological operation. Hence,
adjusted image is additionally improved by exploiting the morphological operation.

The image obtained after the morphological operation will have many unwanted
pixels in it, so in order to filter out those we use the region property. The palm veins will
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not only have required lines but also some other unwanted small lines and pixels. Hence,
these unwanted elements are filtered out from the image for better feature extraction
using region property. Similarly in the face image, unwanted elements are removed from
the image using region property.

3.B. Combined Feature Vector Generation Phase

In this phase, the features points extracted from the face and palm vein images (Figure 2).
The extracted features are added with the randomly generated chaff points for the user
to generate the combined feature vector. For any person, respective face images and
palm vein images are taken as the input and the respective features are extracted from
these images. Feature extraction is carried out based on finding out the unique points
from the images of the concerned person. Suppose for a person i, let the input palm
images be represented by Pi = {pi1, pi2, ..., piNp}, where Np is the total number of palm
vein images available for the person. Similarly, let the input face images of the person i
be represented by Fi = {fi1, fi2, ..., fiNf}, where Nf is the total number of face images
available for the person. From all the input palm images of the user, the feature points
are extracted which are the common unique points in all the images. That is, if a point
ep denoted by co-ordinates (x, y) is common to all images pi1, pi2, ..., piNp, then point

Fig. 2. Block Diagram of Combined Feature Vector Generation Phase. Face Feature Points Range Y
axis-100 to 400, X axis-100 to 500, Palm Feature points Y axis- 0 to 220, X axis-0 to 120 Chaff
Points Range Y axis-1 to 9, X axis-1 to 9, Generated feature points Y axis- 0 to 400, X axis-0
to 500.
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ep (x, y) is taken as a palm image feature point. Similarly, all other common unique
points from the input palm images of the person are found out and let the extracted
feature points from be represented as Epi = {epi1, epi2, ..., epiNep}, where Nep is the
total number of palm feature points extracted for person i. Similarly, the feature points
are extracted from the face images of the person by finding out the common unique
points from the input face images of the person. Let the extracted feature points from
be represented as Efi = {efi1, efi2, ..., efiNef}, where Nef is the total number of face
feature points extracted for person i.

For any person, apart from the face and palm feature points, some additional random
points are added known as chaff points. Chaff points are added to improve the security
while forming the combined feature vector. Let the chaff points for person i be repre-
sented as Eci = {eci1, eci2, ..., eciNec}, where Nec is the total number of chaff points
added. Chaff points are randomly added for the person. The combined feature vector is
formed by combining the feature points from face, palm and the chaff points. Hence the
combined feature vector for a user i can be represented as Ei = {Epi, Efi, Eci}, which
can be expanded to Ei = {epi1, epi2, ..., epiNep, efi1, efi2, ..., efiNef , eci1, eci2, ..., eciNec}
and the total number of extracted points in the combined feature vector is Nep+Nef +
Nec. In our technique, though we extract all the common points, we make use of only
some points in order to reduce the complexity and time of execution. Here we limit the
extracted points from face and palm to 50 and number of chaff points to 20 so as to have
total of 120 points in the combined feature vector for a person. Selection of these 50
points from each modality is carried out on based on first come first serve basis. That
is first 50 unique common points found out from each of face and palm would form the
feature vector. Feature vector also includes 20 chaff points to make a total of 120 points.

3.C. Fuzzy Vault Generation Phase

Fuzzy vault improves the security of template security by the addition of secret key
concept into the feature vector. Initially, the input key is encoded to have the respective
points which are added to the points of the feature vector to have the fuzzy vault points.
The number of secret key points generated is directly dependent on the number of digits
in the secret key and if secret key is 4 bit long, then 4 points will be added to the feature
vector to form the fuzzy vault. Block diagram of the fuzzy vault generation is given in
Figure 3.

Generation of points for the secret key is based on the below mentioned designed
mechanism which provides security to the combined face and palm vein templates. The
x-coordinates of the secret key points are the digit itself and the y-coordinate is the next
odd number in case if the digit is odd and next even number in case of an even digit.
Suppose the input key is of size Nk and the key is represented by Ki = Ki1Ki2...KiNk,
where Kij is the jth digit of the ith person secret key. Taking a digit Kij in the secret
key, corresponding point KLij is formed by co-ordinates (Kij , Lij), where Lij is the
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Fig. 3. Block Diagram of the Fuzzy Vault Generation Phase

next odd number after Kij when Kij is odd and Lij is the next even number after Kij

when Kij is even. Similarly all the points for each of the secret key digit are formed
in the similar manner so as to result in points EKi = {KLi1,KLi2, ...,KLiNK , } =
{(Ki1, Li1) (Ki2, Li2) ... (KiNk, LiNk)}. These points are added to the concatenated vec-
tor to form the fuzzy vault which is given by FVi = {Ei, EKi}, which can be expanded
to form FVi = {Epi, Efi, Eci,KLi1,KLi2, ..,KLiNk}. The feature vector can be repre-
sented by
FVi = {epi1, epi2, .., epiNep , efi1, efi2, .., efiNef , eci1, eci2, .., eciNec ,

KLi1,KLi2, ..,KLiNk}.
Hence, the total number of points in the fuzzy vault is Nep+Nef +Nec+Nk. In our
technique, we employ secret key of size 4 so as to generate total of 124 points in the
fuzzy vault. Each of the person will have a corresponding fuzzy vault and all the fuzzy
vaults formed FVi for 0 < i < Np are stored in the database, where Np is the total
number of persons.

3.D. Test Case Phase

In this phase, a test person’s face and palm images are given as input which is pre-
processed and feature extracted to form the combined feature vector. The input feature
vector is compared to the fuzzy vaults in the database and if matched, the secret key is
generated to confirm with the person and authentication is provided. Block diagram of
test case phase is given in Figure 4.
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Fig. 4. Block Diagram of the Test Case Phase

Let the input person’s feature vector points be represented by Et = {Ept, Eft, Ect},
which is compared to fuzzy vault in the database,FVi for 0 < i < Np . If all the
points feature vector of the test person matches into the fuzzy vault, then the person
is granted authentication else the authentication is denied. Once all the points in test
person feature vector matches with the fuzzy vault form the database, then certain
points in the fuzzy vault will be still be left alone. These points are the secret key points
and the x-coordinate of these points will give the secret key of the person. Suppose
(Ki1, Li1) (Ki2, Li2) ... (KiNk, LiNk), then the secret key is KLi1,KLi2, ...,KLiNk. The
generation of key for the person is a second confirmation of the person and improves the
template security.

4. Results and Discussions

The proposed technique to generate face and palm vein-based fuzzy vault for multi-
biometric cryptosystem is evaluated and analyzed in this section. Section 4.1 gives
the experimental set up and the evaluation metrics employed. In section 4.2, data set
description is given and in section 4.3 it gives the data set preparation. The experimental
results are discussed in section 4.4 and performance analysis is made in section 4.5.
Comparative performance is given in section 4.6

4.1. Experimental set up and evaluation metrics

The proposed technique is implemented in MATLAB on a system having 6 GB RAM
and 2.6 GHz Intel i-7 processor. For determining the accuracy and efficiency of the
technique, the error rates are measured and analyzed. NGRA (Number of Genuine
Recognition Attempts) gives the number of attained matches. Rejection of face and
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palm print images Fij may happen due to various reasons and all these rejections are
summed up to have REJENROLL.

GMR (t) =
gms

NGRA

Here, gms is the genuine matching score. In addition with, each of the face and palm
images K1i, i = 1, 2, ..., 10 is matched against with the first set of face and palm print
images from database Fik(i < k ≤ 10) and the corresponding Impostor Matching Score
(ims) is calculated. The number of matches (denoted as NIRA - Number of Impostor
Recognition Attempts) is ((50X49) /2) = 1225 only if,REJENROLL = 0.

FMR (t) =
ims

NIRA

Furthermore, the FMR (t) (False Match Rate) and GMR (t) (Genuine Match Rate)
are calculated from the above distributions for t ranging from 0 to 1.

4.2. Dataset description

Face image The Japanese Female Facial Expression (JAFFE) Database [30] contains
213 images of 7 facial expressions (6 basic facial expressions + 1 neutral, Figure 5,
bottom) posed by 10 Japanese female models. Each image has been rated on 6 emotion
adjectives by 60 Japanese subjects.

Palm print CASIA Palm-print Image Database [29] contains of 5,502 palmprint im-
ages captured from 312 subjects. For each subject, images are obtained for both the left
and right palms (Figure 5, top). All the images are 8 bit gray-level JPEG files.

Fig. 5. Images of the face and the palm print taken from the respective databases
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Input Image

A

cropped image

B

morphological image

C

palm extracted image

D

Fig. 6. Palm image outputs at various stages

Input Image

E

feature extracted image

F

edge detected features

G

morphological operator
applied image

H

Fig. 7. Face image outputs at various stages

4.3. Dataset preparation

The fact that we are taking the face and palm print from different databases, the face and
the palm print will not be of the same person. But as we have to evaluate the proposed
technique with both the palm and face image, we approximate the corresponding images
from different databases to be of a single person. That is, one image from the hand vein
database and another image from the palm print database is combined together to form
a single persons biometrics.

4.4. Experimental Results

The section gives the image at different stages of execution. For palm print, the images
at six different stages are given. Here Fig. 6 gives the palm images at various stages; A
gives the input image which cropped to have B. The morphological image obtained is
given by C, and D gives the extracted palm print image. Figure 7 gives the face images at
different stages: E gives the input face image, F – the feature extracted image, G shows
the edge detected features, and H – the morphological operator applied image.
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Fig. 8. Plot of GMR values

Fig. 9. Plot of FMR values

4.5. Performance analysis

The evaluation metric values of GMR and FMR obtained for the proposed technique is
discussed in this section. The study is made in presence and in absence of noise and
also by varying the key size of the secret key. Table 1 gives the evaluation metric values
obtained without noise and Table 2 gives the values with noise. The noise added is the
salt and pepper noise. GMR and FMR values are plotted in Figures 8 and 9, respectively.

Inferences from the Tables 1 and 2, Figures 8 and 9 are as follows.

•Table 1 gives the evaluation metric values of GMR and FMR obtained without noise
and Table 2 gives the obtained values with noise.

• Figure 8 gives the GMR plot and Figure 9 gives the FMR values.

•The values are obtained by varying the key word size and values are taken for key
word size at 4, 6, 8 and 10.
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Tab. 1. Evaluation metrics obtained without noise

Secret Key Size

4 6 8 10

Evaluation GMR 91% 91% 91% 91%
Metrics FMR 09% 09% 09% 09%

Tab. 2. Evaluation metrics obtained under noise

Secret Key Size

4 6 8 10

Evaluation GMR 84% 84% 84% 84%
Metrics FMR 16% 16% 16% 16%

•All cases irrespective of neither the key size nor noise, obtain a high GMR and low
FMR which clearly indicates the effectiveness and stability of the proposed technique.

4.6. Comparative Analysis

Various papers related to biometric authentication and recognition uses different bio-
metric modalities, extraction techniques, authentication techniques, evaluation metrics,
image quality and image resolutions. Some of the techniques along with modalities and
evaluation metric employed and the respective results are given in Table 3. From the
table, we can see that our proposed technique has produced good results.

5. Conclusion

This paper presents a technique to generate face and palm vein-based fuzzy vault for
multi-biometric cryptosystem. Input images are pre-processed using various processes
to yield images fit for further processing. The technique is split into four phases: a)
Pre-processing, b) Combined feature vector generation, c) Fuzzy vault generation and
d) Test case. The experimentation is conducted using the palm vein and face database
available in the CASIA and JAFFE database. The evaluation metrics used is FMR
(False Match Ratio) and GMR (Genuine-Match Ratio) and from the values obtained we
have inferred that our proposed technique have performed well.
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Tab. 3. Comparative analysis for various methods

Paper Mechanism Modality Evaluation Metrics

Fuzzy Vault for
Fingerprints [8]

Fuzzy Vault
based Authentication

Fingerprint
False Reject
Rate (FRR)= 21%
Genuine Accept
Rate (GAR)=79%

Multispectral Palm Image Fu-
sion for Accurate Contact-free
Palmprint Recogniton [15]

Curvelet Transform
based Recognition

Palm Print

Discriminating
Index (d)= 5.9608
Equal Error
Rate (EER)= 0.58%

Fingerprint-Based Fuzzy
Vault:Implementation
and Performance [13]

Fuzzy Vault based
Authentication

Fingerprint

False Accept
Rate (FAR)=0.08%
Genuine Accept
Rate (GAR)=85%

A Study of Hand Vein
Recognition Method [9]

Feature Point Extraction
based Recognition

Hand Vein
Pass
Ratio (PR) = 99.1%
Rejection
Rate( RR)=0.9%

Our proposed technique
Fuzzy Vault based
Authentication

Face and
palm vein

GMR=91%
False Match
Rate(FMR)= 09%
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Abstract. The movement of people can be considered as the flow of liquid, so we can use the methods

employed for the flow of liquid to understand the motion of a crowd. Based on this, we present a novel

framework for abnormal behavior detection in crowded scenes. We extract a topological structure from

the crowd with the topology simplification algorithm. However, a conventional topology simplification

algorithm can not work well if we apply it to the crowd directly because there is too much noises

produced by the random motion of the people in the original image. To overcome this, we make a

step forward by optimizing this model using Particle Swarm Optimization (PSO) [5] to perform the

advection of particle population spread randomly over the image frames. Then we propose two new

methods for analyzing the boundary point structure and extraction of a critical point from the particle

motion field; both methods can be used to describe the global topological structure of the crowd motion.

The advantage of our approach is that each kind of abnormal event can be described as a specific change

in the topological structure, so we do not need construct a complex classifier, but can classify the crowd

anomalies dynamically and directly. Moreover, the approach monitors the crowd motion macroscopically,

making it insensitive to the motion of an individual, disregarding the global movement. The result of

an experiment conducted on a common dataset shows that our method is both precise and stable.

Key words: topological structure, particle swarm optimization, abnormal behavior, crowd behavior

modeling

1. Introduction

Recently, there has been increasing interest in video surveillance of crowded scenes within
the computer vision community. This brings many new challenges and problems, like
pedestrian detection, tracking in the crowd and crowd behavior modeling. Among these
applications, the central task is to automatically analyze and detect abnormal events in
a crowd video.

In the field of intelligent monitoring, crowd behavior detection is quite different from
individual behavior analysis. In the crowd, the complete trajectory of each individual
can not be captured easily by a camera. Besides, handling every state of every person
is a tough task for the device. Because of the interactions among a large number of
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people in a crowd, simple analysis of individual behavior will pose more difficulties and
lower the accuracy of the task. As further noted, modeling the motion of individual is
neither sufficient nor efficient. We need to spend more time analyzing the behavior of
the crowd globally. For instance, the trajectory-based method proposed in [14, 15] will
be useless if we mainly want to detect global behaviors, such as formation/dispersion
and splitting/merging in a crowd.

According to a well-established analysis of the crowd behavior model, we can divide
the models into three main approaches. (1) Microscopic approach, defining pedestri-
ans’ motivation for the movement and treating the crowd behavior as the result of a
self-organization process [4] (2) Macroscopic approach, which focuses mainly on goal-
oriented crowds. This method does not pay attention to the motion of each person,
and group habits are determined by global goals and destinations. All people in the
crowd are partitioned into different groups to follow the predetermined habits. Then a
macroscopic model is established [11]. For example, in [18], a dynamic texture model
is established to jointly model the crowd’s dynamics and appearance. This method ex-
plicitly detects both temporal and spatial anomalies in a crowded scene. (3) Hybrid
approaches combining microscopic and macroscopic methods to analyze both individual
behavior and the overall crowd status simultaneously. This hybrid way corrects every
individual’s behavior to optimize the features of global behavior. However, none of these
three approaches can detect anomalies directly, and a complex classifier is necessary to
obtain the final results. Unfortunately, am additional classifier brings extra difficulties
to the task.

In various works, different kinds of local motion patterns are captured from the crowd
as features. Following this, classifiers are trained by utilizing those features. The global
crowd behavior is modeled implicitly by the classifiers. The final performance of anomaly
detection is closely related to the choice of the classifier and of the training data. If we
want to obtain the results directly, without constructing and training a classifier, we
should try analyzing the crowd in another way. The new idea proposed to this end in
the present paper is inspired by the method known as topological simplification.

We will extract the topological structure from the particle motion field with topo-
logical simplification algorithm, which can represent the global behavior of the crowd
motion explicitly. Then we can monitor changes in the topological structure to detect
the abnormal crowd behavior directly. Therefore, we do not need to build a classifier to
train it and classify the anomalies. We also advance this hypothesis by optimizing the
model using Particle Swarm Optimization (PSO) to perform the advection of a parti-
cle population spread randomly over the image frames. The population of particles is
drifted towards the areas of the main image motion driven by the PSO fitness function
aimed at minimizing the interaction force, so as to model the most diffused and normal
behavior of the crowd. In this way, particles converge naturally towards the significant
moving areas in the scene, and in particular towards the parts that are likely show a
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high interaction force. So we can find that in a certain area, all of the particles we
have extracted have encountered fewer interference factors. There is no need to elimi-
nate the interferential points with velocity close to zero. Therefore, the altered topology
simplification algorithm can be used directly in the area where the particles have been
updated by PSO. After the PSO optimization, we can use more accurate critical points
to form a topology which is closer to the natural conditions in the crowd. Then we can
detect anomalies by tracking this topology because the crowd motion varies together
with the topology change. The advantage of our method is that we do not need to
create a complex classifier; it can detect anomalies directly by monitoring the changes
in the topological structure of the crowd. Moreover, the model proposed in this paper
has good robustness and it is quite insensitive to the motion of an individual that does
not affect the global motion.

The remainder of paper is organized as follows. In section 2, we give a brief introduc-
tion to the particle swarm optimization algorithm and the topological representation of
a 2D dense vector field. In section 3, our approach to constructing a topological struc-
ture optimized by PSO and detecting abnormal behavior using this topology are given.
Section 4 provides implementation details and experiment results.

2. Related Work

2.1. Particle Swarm Optimization (PSO)

Over the recent years, the PSO (similar to Evolutionary approach) has been developing
very rapidly. In computer science, PSO is a computational method that optimizes a
problem by iteratively trying to improve a candidate solution with regard to a given
quality measure. PSO optimizes a problem by having a population of candidate solutions,
here dubbed particles, and moving these particles around in the search-space according
to simple mathematical formulae over the particle position and velocity. Each particle’s
movement is influenced by its local best known position, and is also guided towards the
best known positions in the search-space, which are updated as better positions are found
by other particles. This is expected to move the swarm toward the best solutions. PSO
is applied to monitor abnormal crowd behavior, mainly because the crowd is a biological
system as well as a social system. More precisely; there are complex interactions between
the communities and the environment, especially interpersonal interactions. Besides,
PSO has originated from the simulation of a simple social system, and it can simulate
unpredictable group behavior using local information.

PSO is initialized with a population of N-dimensional particles distributed randomly,
and then pursues the final optimal solution by iteration. At each iteration, particles track
two ”Extreme Values” to update themselves. The first one, obtained by the particle
itself, is called pbest. The other one is obtained by the whole group, and represents
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the current global best value, denoted by gbest. Furthermore, it does not need the
whole group; part of the group near the particle is enough to obtain the local extreme
value. The pbest value represents the position associated with the best (i.e., minimum
or maximum) fitness value of the particle obtained at each iteration. The gbest value
represents the best position among all the particles in the swarm, i.e., the position of
the particle assuming the minimum or maximum value when evaluated by the fitness
function. When the particle velocity changes, the particle will be updated according to
the following equations [5]

vnewi =w · voldi + C1 · rand() · pbesti − presentoldi

+ C2 · rand() · (gbesti − presentoldi )
(1)

presentnewi = presentoldi + presentnewi (2)

where vnewi (voldi ) is the particle velocity after(before) updating, w is the inertia weight
used for balancing the local and global search in the PSO, C1, C2 are the learning factors
or acceleration parameters that drive every particle closer to the pbest and gbest values,
rand() is a random number between 0 and 1, and presentnewi (presentoldi ) is the particle’s
updated(current) position, respectively.

2.2. Topological simplification of a sparse vector field)

Topological simplification is widely used for data simplification and visualization of 2-
D and 3-D velocity vector fields in fluid mechanics computations (CFD). The basic
idea is to describe the structure of a dense vector field by certain special points, called
critical points, and curves connecting these points. These points and curves can be used
to determine qualitative behavior of the velocity field. This means that although we
cannot reconstruct the original velocity field from this structure, it can be estimated up to
topological equivalence, which is good enough for the analysis of the vector field behavior,
especially for the particle motion field. Besides, there is a topological classification theory
on the classification of these critical points based on the local structure around them.
Each category corresponds to one type of anomalies that we want to model in the training
phase.

According to theory of calculus, every person in the picture can be represented by a
velocity vector field function v(x, t), where, x are the spatial coordinates in the image,
and t is the time. However, there are so many pixels in a given image that the velocity
vector field will be too complex to calculate. Accordingly, we should simplify the vector
field to reduce the number of its dimensions. The method based on topological simpli-
fication proposed by Helman and Hesselink [3] can be well applied here. This approach
extracts a topological structure by detecting and classifying the critical points. The
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flow field topology can be used to express the characteristics of the flow field structure.
Subsequently, the topological analysis of the flow field is expanded from planar flow field
to wide surface flow field, 3D flow field and unsteady flow field [10]. However, the initial
topology analysis is not exhaustive. Some important features, such as open boundaries
or an extremely isolated limiting ring, may be lost or omitted. This is why, based on
the boundaries of the flow detection, Ken Wright proposed another two methods for
analyzing the phase plane and the parallel vector [6, 7]. The topological structure can
represent the vector field features very well, while also simplifying the vector field very
well. The Topological Simplification Algorithm divides the pixels in the image into two
parts: normal points, whose velocity exists, and critical points, whose velocity has van-
ished. The core idea of the method is to extract the topological structure of the vector
field, and use this structure to describe the qualitative behavior of the vector field.

The topological structure consists of certain critical points and certain curves. A
critical point is a domain in the image where the magnitude of the corresponding vector
field vanishes. It is also known as a singular point, or singularity. The curves join a
critical point to the next one, and divide the field domain into regions. In each region,
the vector field has a different behavior. Qualitative behaviors of the velocity field
can be completely determined by these points and curves. The use of such techniques
significantly reduces the amount of data we need to process. In a 2-D dense field, there
are six kinds of critical points (Fig. 1): repelling node, attracting node, repelling focus,
attracting focus, saddle point and center point. Among them, the most special point is
the saddle point, which has been proposed by Scheuermann [8]. Since the crowd cannot
perform as well as the saddle, we will not discuss the saddle point any more. For each
point x in the whole domain of an image I ⊂ R2, the velocity field in the neighborhood
of the critical points can be linearly approximated by the linear flow equation

v(x, t) =
dx
dt

≈ A(t)x+ b(t) (3)

where, x is the position of the critical point we are interested in, and t is the time. For
each explicit vector field, we can define a flow ϕt : I → I that can make the flow as
smooth as possible, where ϕt(x) := ϕ(x, t). In the above Equation, b(t) is a 2D vector
representing the position of the critical point in the velocity field, and A(t) is the 2 ∗ 2
Jacobian matrix [3] proposed by Helman and Hesselink, defined as

A

(
ux uy

vx vy

)
(4)

Here u and v represent the projections of the velocity vector V on the x-axis and the
y-axis, respectively. If A is invertible, then in the neighborhood of the critical point
the local shape of v(x, t) can be determined by the two eigenvalues of the matrix A. In
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Saddle Node

R1×R2 < 0

I1, I2 = 0

Attracting Node

R1, R2 > 0

I1, I2 = 0

Repelling Node

R1, R2 < 0

I1, I2 = 0

Attracting Focus

R1, R2 > 0

I1, I2 <> 0

Repelling Focus

R1, R2 < 0

I1, I2 <> 0

Center Node

R1, R2 = 0

I1, I2 <> 0

Fig. 1. Classification of critical points. R1 and R2 denote the real parts of the eigenvalues of the
Jacobian, while I1 and I2 denote their imaginary parts.

Fig. 1, if both eigenvalues are real-valued and have opposite signs, this is a saddle point;
if the two eigenvalues are both positive real numbers, the point is an attracting node;
if the two eigenvalues are both negative real numbers, the point is a repelling node; if
the two eigenvalues are conjugate complex numbers and their real parts are positive,
the point is an attracting focus; if the two eigenvalues are conjugate complex numbers
and their real parts are negative, the point is a repelling focus; and finally if the two
eigenvalues are conjugate imaginary numbers, then the critical point is a center point.

According to the invariance of the topological structure, if a vector field is transformed
by applying a continuous map to the original vector field in the neighborhood of critical
points, then the type of the corresponding critical points does not change. In other
words, although the velocity fields may seem to be quite different in different scenarios,
the behavior of the velocity field can be characterized by the same type of critical points.
The situation is like in Fig. 2, where the three critical points are of the same kind.

Thus, we can track a critical point to analyze the topology of the crowd using the
method of extracting the crowd velocity field. For example, we can consider a repelling
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(a) (b) (c)

Fig. 2. Three different motion fields belonging to the same type of critical node: an attracting node.

point, which represents the situation where all the persons near the critical point are
moving away from that point to all directions.

3. Our Approach

In a word, traditional topological simplification methods cannot be directly applied to
monitor a video; we must find a new way to solve the problems given by the original
image. In the original image, there are many points whose velocity fields are zero,
such as background points. The points we obtain from the image are affected by a lot
of noise caused by human arm and leg swings, and the velocity fields obtained from
image pixels are noncontiguous or piecewise continuous. On the other hand, a drawback
of using traditional topological simplification is only that it assumes that the crowd
follows a fluid-dynamical model, which is too restrictive when modeling masses of people.
Elements of the crowd may also move along unpredictable trajectories, which will result
in an unstructured flow. To overcome these drawbacks, we propose a novel particle
advection using PSO that can update the position of each particle to get rid of the
noise directly, and form a better topological structure to be monitored. Then we can
obtain the parameters of a linear stream model in strong interference with the RANSAC
algorithm to determine the crowd type.

3.1. Fitness functions and particle position updates

According to previous studies, because of the fact that a pedestrian in a video will be
sheltered from other people, or due to random variation in the population density or
differences in the image resolution, we cannot track the trajectory of each single person
in a dense crowd. On the opposite, we use the same method as proposed in [13, 16]
and apply particle convection to analyze the crowd behavior in the video. We need to
calculate the optical flow (OF) information to obtain the particle motion field. The
OF represents the velocity distribution of the brightness mode in the image. It can
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represent not only the spatial arrangement of a moving object, but also the change rate
of its distribution.

Every particle extracted from every frame of the video can be considered as the
clue of the driving force. Then the particle will be revalued by the fitness function just
because of the driving force. This important factor was neglected by most of the previous
studies. Even if the driving force was calculated just like in [13, 16], particle convection
was calculated on a coarse level. The researchers imposed a grid on the original image,
and used every node on the grid to represent a particle. To solve the problem, we propose
a novel approach. It amounts to using PSO to improve the particle position, which can
make the particle come closer to its real position. Then we can locate the anomalies
based on the new result we have obtained. First of all, we define random initialization
of the particles in the first frame of the video as the first input of the PSO algorithm. In
order to simplify our simulation, we always choose about 1/3 evenly distributed pixels in
the first frame as the first original particles. The same way of choosing a random input
is applied in the subsequent experiments in this paper. From such an initial stage, we
obtain the first estimate of pbest, and the global gbest for each particle. The particles
are defined by their 2D value corresponding to the pixel coordinates in the frames. At
each iteration, the pbest value is updated only if the present position of the particle
is better than the previous position according to the fitness function. We consider the
result obtained as the input for the next frame, then apply the same procedure until
the video ends. Actually, the fitness function can capture the most wanted interactions
among the crowd which drive the pedestrians’ movement. For each particle, the fitness
function is the factor which can revalue every particle using the OF. We first define the
intensity of the optical flow at a given position in the image for a particle i as

Wi = Oavg(x
new
i ) (5)

where Oavg represents the average optical flow at the particle coordinates xnew
i . Thus,

the average on can be obtained by all of the previous frames. Then we define the velocity
field W p

i for the most wanted particle

W p
i = O(xnew

i ) (6)

where O(xnew
i ) is the current OF of particle i updated by PSO. In fact, this OF value

is the average value computed in a small spatial neighborhood to avoid numerical insta-
bilities in the optical flow. Like in [16], we consider the velocity derivative dWi

dt as the
force driving the particle, where t is the time between the current video frame f and the
previous frame f − 1. This process is in some way mimicked by the particles which are
driven by the optical flow towards the areas with larger motion in the image. In this
way, the more regular the pedestrians’ motion, the smaller the interaction force, since
the flow of people movement varies in a smooth way. Accordingly, we define the fitness
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function as

FitPos = min
i=1,2...K

{1
τ
W p

i −Wi −
dWi

dt
} (7)

where K is the number of particles we have initialized in the image. Particle position
can be updated every time to bring it closer to reality.

3.2. Analysis of crowd behavior based on topological structure

The approach proposed in Section 2.2 cannot be applied to detecting anomalies in the
crowd, because the motion field of the particle is sparse. In order to capture the crowd
topology, we propose an improved method for determining the type of a critical point.

3.2.1. Virtual critical points

In the conventional method, the boundary points do not change over time. However,
when analyzing the crowd, the situation is opposite; the boundary points might work as
virtual critical points. Boundary points are the points whose velocity tends to zero, and
their behavior can be described by the sets α − limit and β − limit, where α − limit
(β − limit) are defined through subsets α(x) (β(x)) of the image domain I consisting of
points y ⊂ I such that ϕ(x) → y when the time t → ∞(−∞). In other words, the particle
at position x will reach α(x)(β(x)) after an infinitely long time. In a sparse velocity field,
the limit set can be determined by numerical integration. In order to extract virtual
critical points, we need to integrate the boundary points. For this purpose, Tricoche’s
cluster algorithm [9] can be used. Since points in the same cluster will exhibit the same
action, a virtual point can be defined at the center of each cluster. The type of each
virtual point can be determined by the type of the limit set: α− limit and β − limit.

The topological structure consists of points and relationships between points repre-
sented by curves. We define those relationships as below. If there is a trajectory linking
points in the limit sets corresponding to a sink N and a source S, we connect the sink
and the source by a curve. The process can be described as follows: For every moving
point x, we first find the α− limit set and the β− limit set, and then the corresponding
critical points Sinki and Sourcej ; following this, we add the connection relationship
count Cij . When we obtain the complete count set, we search for an element c which is
bigger than the threshold Cthreshold in the count set; then this c is added to the topo-
logical structure. As a result, the procedure of extracting the topological structure can
be defined as in Fig. 3.

3.2.2. Critical points

The boundary points have been treated above, so we will not consider them again in
this section. The points that could possibly be critical are determined by the PSO at
first. In the area under consideration, the particles are clustered, and definitely have
non-zero-velocity. So we do not need to define a threshold to remove the points whose
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Fig. 3. Overall procedure of topological structure extraction.

velocity tends to zero. Like in [10], the original image is cut into a few grids, and the
revised RANSAC [13] algorithm is applied to each area where the particles have been
updated by the PSO. Then the linear stream parameters A and b can be determined.
After the estimation of critical points, the critical point type can be determined by
calculating the eigenvalue of the Jacobian matrix A. If a critical type which looks like
the anomaly type we are interested in has just occurred, we will calculate the probability
of the anomaly to reduce error accumulation. Here, we just simply define the probability
as the percentage of points moving abnormally, i.e. P (abnormal) = Ntotal/Nabnormal.
Whether a point is an abnormal point or not can be determined based on the differences
between the calculated results and the estimated results for the point’s velocity vector.
If the difference is bigger than the threshold, the point can be considered an abnormal
one. The overall estimation procedure is listed in Fig. 4.

Fig. 4. Overall procedure of critical points estimation.

3.2.3. Detection of anomalies

Based on the theory above, the topological structure of the crowd can be described by
particle motion field. Accordingly, to monitor the crowd status, it suffices to track the
topology. If the topology changes, there must be something happening in the crowd.
For the holistic behavior case, the gathering of the crowd can be approximated by a
sink in the particle motion field, and the dispersion — by a source. If these structures
are detected frequently during some time interval, the corresponding event occurs. For
example, as shown in Fig. 5, when the crowd moves as a single entity at first, and then
splits into two flows at some moment, then the sink set of the extracted structure will
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split into two sinks. Finally, the original source-sink will become two separate sources-
sinks.

Fig. 5. Example of a crowd as one entity splitting in two. The blue nodes represent sources, the red
ones — sinks. The structure will change when the crowd splits.

If the proposed approach is used here, topological invariance can be inherited, and
it is not sensitive to noise, while it is loosely related to the individual’s motion status.
Macroscopical monitoring of the crowd motion appears to be both precise and stable.

4. Experimental Results and Comparisons

The purpose of the approach proposed in this paper is that anomalies in the crowd can
be extracted and classified in a precise way. In order to evaluate the method we have
proposed, we will consider a few existing methods and compare their results on standard
common datasets used for detection of abnormal behavior.

We partition the image into 88 grids and use Black’s optical flow algorithm to calcu-
late the velocity of the crowd motion, keeping 25% pixels of the original image to serve
as the random input to the PSO. Our experiment is conducted on the abnormal behavior
dataset, UMN or PETS. There are two different University of Minnesota scenarios in the
UMN dataset, and the total of eleven videos for testing. Pedestrians wander all over the
scene for a while, then escape. Abnormal activity can be defined as the escaping motion.
As Fig. 6 shows, the left frame is normal, and the right one — abnormal. In order to test
the validity of our approach, based on extracting the topological structure, we conduct
an experiment based on PETS. Fig. 7 below shows the structure we extract first, and
the structure after PSO reconstructed smoothly using RANSAC, which is similar to the
original one. When the people in the crowd escape, we can easily find there is high
probability of change in the extracted structure.

Fig. 8 is the result we obtain when detecting anomalies in the crowd based on Fig. 6.
In Fig. 6, people first wander, and then escape to every direction at an uncertain time.
Here, we use the way we have proposed above to detect the time when the abnormal
motion began. In Fig. 8, the horizontal coordinate denotes the time, the vertical coordi-
nate represents the probability of anomalies, and the dotted line denotes the threshold
determined by experience. To obtain a better result, we build a filter whose average
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normal abnormal

normal abnormal

Fig. 6. Sample frames in two different scenes from the UMN dataset: Normal (left) and abnormal (right).

(a) (b)

Fig. 7. (a) is the original, and (b) is the structure we extracted from (a) after PSO and RANSAC
revised.

window size is 25. Then the result we obtain is handled by a filter. If the value of the
result is beyond the threshold, the given frame is most likely an abnormal one. The
white part of the strip-chart at the bottom of Fig. 8 denotes the normal frames of the
test sequence, and the red part represents the abnormal frames. Hence we can see that
the approach we have proposed works well in classifying the abnormal frames in the
whole video sequence. Also, the time when attack/repelling anomalies happened can be
easily found in this way.
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(a) UMN sample 1

(b) UMN sample 2

Fig. 8. Two examples of detecting dispersing motion of the crowd based on the common dataset UMN.
The dotted line determined by experience denotes the threshold.

We extract the topological structure from the sample frames just as shown in Fig. 9.
If the pedestrians split into two independent smaller groups, topological structure (a)
changes to (b). Actually, we can find that the 95th frame is just as (d) shows, and
there are only two groups in this frame. This proves that topological structure can
represent the real situation in the crowd very well. To verify our approach effectively,
we reemploy the classical methods: optical flow [2], social force and MDT(mixture of
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(a) frame 5 (b) frame 95

(c) Topology of frame 5 (d) Topology of frame 95

Fig. 9. The structure extracted from an image in the PETS dataset. The blue nodes in (c),(d)are
sources, and the red ones — sinks. The smaller blue and red circles denote the α − limit and
β − limit sets. The dashed lines denote the relationship between the source and the sink.

dynamic texture) [18] on the PETS dataset. Each of the other three methods has been
proved effective in detecting the splitting/emerging anomalies of the crowd. Moreover,
they analyze the crowd’s behavior at the macroscopic level, just as our approach.

Fig. 10. ROC curves of the three existing methods and of our method.

Machine GRAPHICS & VISION 23(1/2):115–132, 2014. DOI: 10.22630/MGV.2014.23.1.7 .

https://mgv.sggw.edu.pl
https://doi.org/10.22630/MGV.2014.23.1.7


ZuKuan Wei, ZhaoXin Wang, HongYeon Kim, YoungKyun Kim, JaeHong Kim 129

Tab. 1. The area under ROC of the four approaches.

Approach Optical Flow Social Force MDT Ours

AUC 0.832 0.955 0.983 0.992

Fig. 10 shows the ROC curve of our method for the frame level anomaly detection on
the PETS dataset, while Table.1 shows the quantitative results of the method compared
to all three other methods.

Experimental results show that our approach outperforms the optical flow method,
the social force method and the MDT method. Moreover, we discover that we do not
need to analyze every frame of image data from the video like in the other approaches
- for only half of the frames are enough for detecting an anomaly. If we do not use
the PSO algorithm, using 2 frames we can also determine the crowd type with some
loss of accuracy. On the other hand, there is no need to construct a complex classifier
to classify the anomalies in our method, so our approach to finding the time when
splitting/emerging anomalies (or other anomalies) occurred is much faster and simpler.

Actually, the method described in this article can be easily extended to detecting some
other anomalies of the crowd, such as abnormal speed. Since the average velocity of the
crowd is proportional to the Euclidean norm of the matrix A of the linear flow function,
we have vcrowd ∝ ||A||2 =

√
λmax(ATA), where λmax is the biggest eigenvalue of matrix

A. Here we have used another common dataset, PETS, to testify the effectiveness of the
algorithm. In this video sequence, the pedestrians walked into the screen from the right
hand side, and then began to run away at a certain frame-time. And then they walked
in from the left hand side, and began to run away again at another certain frame-time.
What can we define about the abnormal activity is that the crowd is moving at a faster
rate. Fig. 11 is a shortcut of this experiment. In order to show the performance of our
approach, a comparison test with HOG algorithm [17] will be carried on.

Fig. 12 is the result of abnormal speed detection, where the solid line is the Euclidean
norm of the matrix A of the linear flow function. The dotted line is a preset threshold,
which is configured according to the experience and convenience. If the norm is beyond
the threshold, we believe that the crowd may be moving at a faster rate. The strip-
chart in Fig. 12 represents the comparison of results obtained with our method and
hand-labeled ones. We can see that the Euclidean norm can basically reflect the average
speed of the crowd. Our method can be a reliable way of monitoring anomalies in the
crowd movement speed.

Table 2 shows the comparison of the performance of the HOG algorithm and our
method in velocity anomaly detection, where: TP is the true positive, which represents
the number of correctly detected frames among the abnormal frames obtained in the
experiment; FP is the false positive, denoting the number of wrongly detected frames
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Fig. 11. The structure extracted from an image in the PETS dataset; the blue nodes in (c,(d) represent
sources and the red ones — sinks. The smaller blue and red circles represent the α− limit and
β − limit sets. The dashed lines denote the relationship between source and sink.

Fig. 12. Result of abnormal velocity detection.

among the abnormal frames obtained in the experiment. The sensitivity is defined as
TP/(TP + FP ). Compared to HOG, our approach is more accurate. Accordingly,
we can employ this improved method to detect the velocity anomalies in a crowd very
conveniently and easily.

However, it inevitably also has some drawbacks. In order to avoid building a complex
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Tab. 2. Comparison of the two methods with regard to detecting abnormal crowd velocity.

Methods TP FP Sensitivity

HOG 198 22 0.90

Ours 202 18 0.92

classifier, we often use a threshold defined by experience to determine directly whether
the crowd is abnormal. Moreover, the saddle point type is not considered in this paper
which is a blind spot. This is a very arbitrary behavior. However, the goal of this
paper is not to assign blame but to identify important areas for further projects. The
experiments have shown that the results are often very close to the real situation, so this
method is feasible.

5. Conclusion

In this paper, we have proposed a new approach, based on a topological simplification
algorithm, to detecting anomalies in a crowd. To make the conventional topology simpli-
fication algorithm applicable directly, we use the PSO algorithm to improve the position
of the particle at the next frame. Moreover, use of the PSO can make the particles clus-
ter in a certain calculation area, where the particles meet in a dense state. After process
adjustment with the PSO, we obtain a typical topological structure, which consists of
critical points and a relationship described by curves linking them. In consequence, each
type of crowd anomaly can be represented by a special change in the structure. We
can monitor the crowd motion macroscopically instead of analyzing each person. Unlike
other known methods, this method does not require constructing a complex classifier,
which means that we can skip the learning phase and classify the anomalies of the crowd
dynamically and directly. The results are demonstrated for four cases of the crowd mo-
tion: formation/dispersion and splitting/merging, and we believe that this approach can
be applied to other types of variations, including more general motion.
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